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Abstract

We present e�cient schemes for scheduling the delivery of VBR MPEG-compressed video

with stringent QoS requirements. Video scheduling is being used to improve bandwidth allo-

cation at a video server that uses statistical multiplexing to aggregate video streams prior to

transporting them over a network. A video stream is modeled using a tra�c envelop that pro-

vides a deterministic time-varying bound on the bit rate. Because of the periodicity in which

frame types in an MPEG stream are typically generated, a simple tra�c envelop can be con-

structed using only �ve parameters. Using the tra�c-envelop model, we show that video sources

can be statistically multiplexed with an e�ective bandwidth that is often less than the source

peak rate. Bandwidth gain is achieved without sacri�cing the stringency of the requested QoS.

The e�ective bandwidth depends on the arrangement of the multiplexed streams, which is a

measure of the lag between the GOP periods of various streams. For homogeneous streams, we

give an optimal scheduling scheme for video sources at a VOD server that results in the mini-

mum e�ective bandwidth. We give the form of the \best" arrangement for which the scheduling

is optimal. For heterogeneous sources, a sub-optimal scheduling scheme is given which achieves

acceptable bandwidth gain. Numerical examples based on traces of MPEG-coded movies are

used to demonstrate the e�ectiveness of our schemes.
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1 Introduction

The advent of broadband networks such as BISDN/ATM spurred a strong interest in a variety

of multimedia applications, including video-on-demand (VOD) and multimedia-conferencing. The

bulk of the tra�c generated by these applications consists of digital video that is stored and trans-

ported over the network in a compressed format. Providing network support for video tra�c without

underutilizing bandwidth resources is a major challenge in tra�c management, particularly when

a video stream is transported at a constant or near-constant frame rate, in which case it exhibits

a variable bit rate (VBR) that depends on the scene dynamics and the compression technique.

Although ATM networks are expected to provide a VBR network service [2], it is unlikely that

such a service will support deterministic quality-of-service (QoS) guarantees.

In this paper, we present e�cient bandwidth allocation schemes for VBR video with stringent

deterministic QoS (e.g., no cell losses and small, bounded delay). We consider MPEG-coded streams

that are compressed and stored on disk prior to their transmission, which is the case in VOD

systems where clients can remotely browse through a library of pre-recorded movies and request

a particular movie to be delivered over the network. We focus on the issue of e�cient bandwidth

allocation for the delivery of pre-recorded video. Other related issues such as storage, media

synchronization, and operating system support have been extensively researched in other papers

(for example, [15, 14, 12]), and will not be addressed here. Allocation e�ciency is measured by the

e�ective bandwidth per stream, or equivalently, the maximum number of connections that can be

simultaneously transported using some �xed total bandwidth. To provide deterministic guarantees,

only constant-bit-rate (CBR) or piecewise-CBR (renegotiated) [4] network services can be used to

transport the VBR tra�c from a video server.

E�cient bandwidth allocation for VBR tra�c transported using a CBR or a piecewise-CBR

network service requires reducing the variability of the bit rate. In principle, two fundamental

approaches can be used for variability reduction: temporal averaging (smoothing) on a stream-

by-stream basis and spatial averaging (or aggregation) by means of statistical multiplexing (SM).

For real-time applications (e.g., teleconferencing), temporal averaging is done using a FIFO bu�er,

which video frames are sent to just after their compression [10, 6, 13]. This approach introduces

variable delay that is caused by bu�ering. For stored video, temporal averaging can be done by a

work-ahead approach [1, 11, 17] in which frames are sent ahead of their playback time. A smoothing

algorithm that attempts to minimize some function of the bit-rate variation is used to determine

an appropriate transmission schedule for a video stream. Although smoothing by work-ahead does

not introduce queueing delays, it often requires exact knowledge of the end-to-end network delay

to avoid bu�er over
ow and/or under
ow at the client side. In practice, network delay cannot be
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exactly determined since it varies depending on network conditions.

As an alternative to temporal smoothing, we propose the use of SM to reduce the variability

of VBR video while providing stringent deterministic guarantees. Typically, SM has been used in

ATM networks to improve the utilization by allowing various streams to share bu�er and bandwidth

resources on demand. Bandwidth gain is attained by allocating a total amount of bandwidth that

is less than the sum of the peak rates of the individual streams. Thus, the aggregate input rate

at the multiplexer can temporarily exceed the output rate. Such conventional use of SM results in

possible cell queueing and bu�er over
ow, the amounts of which depend on the model being used to

characterize the tra�c. Because typical tra�c models are stochastic in nature, it is often believed

that SM can be used advantageously only when providing statistical guarantees. Contrary to this

general belief, we show that in the case of VBR MPEG-coded video tra�c, SM can be used to

improve bandwidth utilization while supporting stringent and deterministic QoS guarantees. For

this purpose, we model an MPEG source using a tra�c envelop which provides a deterministic upper

bound on the bit rate. The use of tra�c envelops to characterize MPEG video sources was �rst

mentioned in [7]. By exploiting the periodic manner in which various types of frames are generated

by an MPEG encoder, we provide a simple time-varying tra�c envelop that is less conservative than

a constant-peak-rate characterization. Based on such characterization, we present simple recursive

procedures for computing the e�ective bandwidth of multiplexed video streams that guarantees no

losses and small delay. In most scenarios, the e�ective bandwidth is less than the source peak rate,

and some bandwidth gain can be realized. The amount of this gain depends on the arrangement of

the multiplexed streams, which is a measure of the synchronization among the Group-of-Pictures

(GOP) patterns of the various streams. By appropriately scheduling the starting times of MPEG

streams at the server, it is possible to achieve signi�cant bandwidth gain from SMwithout sacri�cing

the stringency of the QoS requirements. For homogeneous sources, which are characterized by the

same envelop, we provide the optimal scheduling scheme for video sources at a VOD server that

results in the minimum e�ective bandwidth. For heterogeneous tra�c envelops, we provide a sub-

optimal scheme for the scheduling of video connections at a server. Numerical examples based

on several real video traces from actual movies (compressed with MPEG-I encoders) are used to

illustrate the advantages of the proposed scheduling schemes.

The rest of the paper is structured as follows. Section 2 describes the tra�c model used in this

paper. The e�ective bandwidth for video streams is introduced in Section 3. Online procedures for

computing the e�ective bandwidth are described in Section 4. E�cient scheduling schemes of video

streams at a VOD server are presented in Section 5 for homogeneous and heterogeneous streams.

Our main results are summarized in Section 6.
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2 Video Source Model

A standard MPEG encoder generates three types of compressed frames: Intra-coded (I ), Predictive

(P), and Bidirectional (B) frames. Di�erent combinations of compression modes are used to encode

the di�erent frame types. In general, I frames are larger in size than P frames which, in turn, are

larger than B frames (the frame size refers to the number of bits in an encoded frame). For

VBR constant-quality video, frames are compressed at a constant frame rate (e.g., 30 f/s). When

compressing a video sequence, typical MPEG encoders use a pre-de�ned GOP pattern to determine

frame types. The speci�cation of a �xed GOP pattern prior to compression is not required by the

MPEG standards, but is often used to simplify the implementation of the encoder. Also, �xing

the GOP pattern results in a more predictive tra�c behavior that can be exploited in resource

allocation. We assume throughout this paper that each MPEG stream is compressed using one

GOP pattern. Di�erent streams can have di�erent GOP patterns. An example of a stream that

uses a single GOP pattern is shown in Figure 1. In practice, the encoding and transmission orders

I PB B B B B B B B B B PI P I

. . . . . 

B B I

temporal order

Figure 1: Example of an MPEG stream with a �xed GOP pattern.

of MPEG frames are di�erent due to the non-causal nature of B -frames compression. Nevertheless,

after the �rst GOP, both the transmission and encoding orders look alike with respect to frame

types. For simplicity, we will ignore the �rst GOP in the transmission order, and assume that

a stream is periodic in its GOP pattern. Furthermore, we will primarily deal with regular GOP

patterns in which the number of successive B frames in a given stream is constant. This restriction

is not crucial for e�ective-bandwidth allocation, but is needed to obtain tractable analytical results.

Regular GOP patterns can be speci�ed by two parameters:

L : number of frames between two consecutive I frames in an MPEG stream.

Q : number of frames between an I frame and the subsequent I/P frame (whichever comes

�rst) in an MPEG stream.

The regularity of the GOP pattern implies that L is a multiple of Q. Notice that it is possible to

have L = Q = 1, in which case only I frames are generated (i.e., JPEG-like stream).
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To provide deterministic guarantees for video tra�c, we characterize a video stream by a

tra�c envelop that is similar, to some extent,

1

to the D-BIND model introduced in [7]. In

our model, a stream consists of a sequence of compressed frames generated at a constant frame

rate according to a regular GOP pattern. The tra�c envelop for the ith stream, s

i

, is given by

the time-varying periodic function b

i

(t) (with period L

(i)

) which is parameterized by the 5-tuple

E

i

=

�

I

(i)

max

; P

(i)

max

; B

(i)

max

; L

(i)

; Q

(i)

�

, where the �rst three parameters denote, respectively, the

maximum sizes of I , P , and B frames in s

i

(frame sizes are given in ATM cells which are evenly

distributed over a frame period). L

(i)

and Q

(i)

describe the GOP pattern of s

i

. An example of

b

i

(t) with constant parameters is shown in Figure 2. Throughout this paper, it is assumed that E

i

satis�es I

(i)

max

> P

(i)

max

> B

(i)

max

for all i.

b

i

(t)

I

(i)

max

P

(i)

max

B

(i)

max

time

Figure 2: Tra�c envelop with L

(i)

= 6 and Q

(i)

= 3.

3 E�ective Bandwidth for Multiplexed MPEG Streams

In this section, we demonstrate the advantage of statistical multiplexing in reducing the bandwidth

requirements of MPEG video streams, while providing stringent deterministic guarantees. We

quantify the attainable bandwidth gain using the notion of e�ective bandwidth. This notion,

also known as equivalent capacity , was investigated in several previous studies within a stochastic

framework [5]. In this paper, the e�ective bandwidth is de�ned within a deterministic framework

to guarantee zero cell loss rate and negligible queueing delays.

Consider N MPEG streams, s

1

; : : : ; s

N

, with stringent deterministic QoS requirements to be

transported over an ATM network. Typically, such requirements are met by allocating bandwidth

based on the peak bit rate of each source. Let b

i

(t) be the tra�c envelop for s

i

, parameterized

1

The D-BIND model provides a time-invariant bound on the cumulative arrivals. Our model is more restrictive

since it provides a time-varying bound on the arrival rate.
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by E

i

(assume, for now, that L

(i)

= L for all i). First, let's consider the general case in which a

video stream s

i

starts sending frames into the multiplexer at any arbitrary time t

i

. This situation

normally occurs at intermediate switching nodes. When multiplexing takes place at a VOD server,

the server can, to some extent, control the starting times of video sources, which we exploit in

Section 5 to provide e�cient scheduling of video sources. Let t

1

4

= 0, so that the �rst stream is used

as a time reference. The lag in frame durations between a GOP of s

1

and the next immediate GOP

of s

i

is given by u

i

= t

i

mod L. The vector u = (u

2

; u

3

; : : : ; u

N

), referred to as the arrangement ,

completely speci�es the synchronization structure for the N streams with regard to their GOPs

(note that u

1

4

= 0). Denote the tra�c envelop for the superposition of the N streams by b

tot

(t),

where b

tot

(t) =

P

i

b

i

(t � u

i

). Note that b

tot

(t) is periodic with period L. We de�ne the e�ective

bandwidth (per stream) for N multiplexed streams with arrangement u by:

C(u; N)

4

=

1

N

max

t�0

b

tot

(t) =

1

N

max

t�0

 

N

X

i=1

b

i

(t� u

i

)

!

(1)

Because of the periodicity of b

tot

(t), it is su�cient to take the maximum over an interval of length

L. Equation (1) can also be written as:

C(u; N) =

P

j2�

I

I

(j)

max

+

P

j2�

P

P

(j)

max

+

P

j2�

B

B

(j)

max

N

(2)

where �

I

;�

P

;�

B

are pairwise mutually disjoint sets with �

I

S

�

P

S

�

B

= fs

1

; : : : ; s

N

g.

When L

(i)

varies with i, (1) and (2) are still valid with b

tot

(t) having a period

e

L, where

e

L = least common multiple offL

(1)

; L

(2)

; : : : ; L

(N)

g (3)

and the maximization in (1) is taken over a time interval of length

e

L (also in the de�nition of u

i

,

L should be replaced by

e

L).

Given that I

(i)

max

> P

(i)

max

> B

(i)

max

for all i, it is easy to see that NC(u; N) <

P

i

I

(i)

max

for most

values of u. One obvious case for which NC(u; N) =

P

i

I

(i)

max

is when u is the zero vector (i.e.,

all streams start simultaneously). As an illustrative example, consider the situation in Figure 3,

where two streams are statistically multiplexed. Suppose that both s

1

and s

2

are characterized by

the same tra�c envelop b(t) with L = 6, Q = 3, and u = (0; 1) (i.e., s

2

starts 1+ jL frame periods

after the start of s

1

, for any nonnegative integer j). Then,

C(u; 2)

4

=

1

N

max

t�0

b

tot

(t) =

1

N

max

t�0

�

b(t) + b(t� 1)

�

=

I

max

+ B

max

2

< I

max
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By superposing the two streams and allocating bandwidth for the aggregate tra�c, the required

bandwidth per source decreases from I

max

(under source-peak-rate allocation) to (I

max

+B

max

)=2.

A small bu�er of N cells is needed at the input to the multiplexer in case cells from several sources

arrive simultaneously. Note that bandwidth gain from SM is obtained from spatial averaging, and

not temporal averaging.

IBPBBIB

multiplexer

B

BB I BBPI B

source 1

source 2

cell

Figure 3: An example of the statistical multiplexing of two MPEG streams with aligned boundaries.

4 Online Computation of E�ective Bandwidth

We now give e�cient procedures for recursive computation of C(u; N) or, in some cases, an upper

bound on it. In practice, the bandwidth allocated to video tra�c at a multiplexing node must

be updated dynamically upon the admittance of a new video connection or the termination of an

ongoing one. Allocation based on C(u; N) can be used when the multiplexing node does not control

the starting times of video connections, as in the case of intermediate switches. We consider video

streams with heterogeneous tra�c envelops, each with constant parameters. The following two

cases are considered in the computation of C(u; N) and its upper bound, depending on the values

of the elements of u.

4.1 Aligned Boundaries Case

Suppose that u takes only integer values in f0; 1; : : : ;

e

L � 1g, implying that frame boundaries of

di�erent sources are aligned in time (as in Figure 3). Alignment of frame boundaries can be enforced

by introducing a �xed amount of delay (less than one frame period) in the path of a video connection

before entering the multiplexer. Such delay has negligible impact on the perceived QoS. Recall that

b

tot

(t) is piecewise-constant and periodic with period

e

L. Given that frame boundaries are aligned,

for any integer k, b

tot

(t) is constant for all t 2 (k; k+1) (time is measured in frame periods, a frame

period = 1/30 sec). Accordingly, b

tot

(t) can be written as a discrete-time periodic sequence of

e

L

values, for which C(u; N) can be recursively computed online. Because of the periodicity of b

tot

(t),
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computation of C(u; N) requires only maintaining the values of the tra�c envelops for the �rst

e

L

slots (from 0 to

e

L � 1). Such slots are referred to as phases . Let b

i;j

be the value of b

i

(t) during

phase j. Thus,

b

i;j

= b

i

(� � u

i

) 8� 2 (j; j + 1) (4)

(for t � 0, we extend b

i

(t) along the negative time axis). To compute C(u; N), the multiplexing

node maintains a matrix M = [m

ij

] of size N �

e

L. Each video stream is associated with one row

in the table. For i = 1; : : : ; N , and j = 1; : : : ;

e

L, m

ij

= b

i;j�1

. In addition, the node maintains a

row vector V =

h

v

1

; : : : ; v

e

L

i

, where

v

j

=

N

X

i=1

m

ij

8 j (5)

which gives the value of b

tot

(t) during phase j � 1. Now, C(u; N) is simply given by:

C(u; N) =

1

N

max

0�j�

e

L�1

v

j

(6)

Upon the arrival of the (N+1)th stream, a row is added toM based on b

N+1

(t) and u

N+1

. For

heterogeneous streams with di�erent L

(i)

values, the updating of M can be simpli�ed by choosing

e

L based on all anticipated values of L

(i)

(which are few in practice). Thus, the number of columns

of M is kept constant and only the rows are added or deleted during the updating process. The

e�ective bandwidth is re-computed by updating V (using v

j

:= v

j

+m

N+1;j

), and then applying (6)

with N+1 replacing N . A similar procedure is used to update C(u; N) when an ongoing connection

is terminated. Clearly, very few operations are needed to re-compute the e�ective bandwidth upon

adding/dropping a video stream.

4.2 Non-Aligned Boundaries Case

As a generalization of the previous case, suppose that u

2

; u

3

; : : :, take real values in [0;

e

L). Because u

is not necessarily integer-valued, using a table of

e

L columns as in the previous case is not su�cient

for computing C(u; N), since b

tot

(t) could take up to N

e

L di�erent values within a period of

e

L

(compared to

e

L values in the aligned boundaries case). With N continuously varying, the size

of the table and the cost of updating it become impractical for online computations. Instead, we

provide an upper bound on the e�ective bandwidth, which can be e�ciently updated. As before,

time is slotted in units of frame periods with slots being locally synchronized. A matrix

c

M = [

b

m

ij

]

of dimensions 2N �

e

L is maintained at the node. Each ongoing stream, s

i

, is associated with two

adjacent rows of

c

M ; the (2i� 1)th and the (2i)th rows. In the �rst row, the

e

L possible values of

b

i

(t) are recorded assuming that the I frames of s

i

are exactly aligned with phase bu

i

c. The second
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row contains the

e

L values of b

i

(t) as if the I frames of s

i

are exactly aligned with phase du

i

e mod

e

L.

Hence,

b

m

ij

=

8

<

:

b

(i+1)=2;j�1

if i is odd

b

i=2;j�2

if i is even

(7)

where b

i;j

is now de�ned by b

i;j

4

= b

i

(� � bu

i

c) for all� 2 (j; j + 1). In addition to

c

M , the node

maintains a row vector

e

V =

h

e

v

1

; : : : ;

e

v

e

L

i

, where

e

v

j

=

N

X

i=1

max f

b

m

2i�1;j

;

b

m

2i;j

g 8 j (8)

e

v

j

gives the peak bit rate of the aggregate tra�c during phase j � 1.

Proposition 1 An upper bound on C(u; N) is given by:

C(u; N) =

1

N

max

1�j�

e

L

e

v

j

(9)

The proof of Proposition 1 is given in the appendix. Upon the arrival of a new video stream to

a node with N ongoing streams, two rows are added to

c

M based on b

N+1

(t) and u

N+1

, and

e

v

j

is

updated using

e

v

j

:=

e

v

j

+max

n

b

m

2(N+1)�1;j

;

b

m

2(N+1);j

o

8 j (10)

The bound on the e�ective bandwidth is updated using (9) (with N + 1 replacing N). When an

ongoing connection, s

i

, is terminated,

e

v

j

is updated using

e

v

j

:=

e

v

j

�min f

b

m

2i�1;j

;

b

m

2i;j

g 8 j (11)

The following example shows the bene�ts of C(u; N) and C(u; N) allocation. Consider three homo-

geneous sources with a common tra�c envelop that is parameterized by E = (894; 742; 157; 15; 3)

(frame sizes in cells). These values are computed from Wizard of Oz trace (see Section 6). Figure

4 gives the percentage of C(u; N)=I

max

for di�erent values of u in the aligned boundaries case.

For simplicity, u = (u

1

; u

2

; u

3

) is varied by varying u

3

over the range f0; : : : ; L � 1g and taking

u

2

= 0; 1; 2 (u

1

4

= 0). Except when u = (0; 0; 0), the e�ective bandwidth is less than the source peak

rate. In fact, for some values of u the allocated bandwidth is less than 50% of the source peak rate.

In the case of non-aligned boundaries, Figure 5 depicts C(u; N)=I

max

(in percentage) for di�erent

8



values of u (u

3

is varied continuously in [0; L) and u

2

= 0; 1) As expected, C(u; N)-based allocation

results in less gain than C(u; N)-based allocation. For homogeneous streams, if we assume that

u is random with a discrete uniform distribution over f0; 1; : : : ; L� 1g for the aligned boundaries

case, and a continuous uniform distribution over [0; L) in the non-aligned boundaries case, then

PrfC(u; N) = I

max

g = 1=L

N�1

and PrfC(u; N) = I

max

g = 2=L

N�1

.
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Figure 4: Percentage of C(u; N)=I

max

for di�erent values of u in the aligned boundaries case.
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for di�erent values of u in the non-aligned boundaries case.
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5 E�cient Scheduling of Video Streams

Since the e�ective bandwidth depends on the arrangement of the multiplexed video streams, it

is natural to look for the best arrangement that results in the minimal e�ective bandwidth. A

best arrangement can be used in a VOD system to provide optimal scheduling of video streams

for transmission over the network. The server in a VOD system has some 
exibility in controlling

the starting times of new connections. This 
exibility allows the server to e�ciently schedule the

transmission of requested movies at the expense of delaying the start of a new stream by no more

than a GOP period (1/2 second), which is not noticeable by the client. E�cient scheduling schemes

for video are given in this section. In the homogeneous case (identical envelops), our scheduling

scheme is proven to be optimal. A sub-optimal scheme is provided for heterogeneous envelops.

5.1 Optimal Scheduling in the Homogeneous Case

Suppose that the same tra�c envelop b(t) with parameters E = (I

max

; P

max

; B

max

; L; Q) is used

to characterize every stream at the multiplexer. This case, which we refer to as the homogeneous

case, applies directly to a situation in which several copies of the same movie are requested at

di�erent instants of time. In addition, a homogeneous case results from using a slightly conservative

common tra�c envelop to characterize heterogeneous streams with relatively close but di�erent

maximum frame sizes and similar L and Q values. Such an envelop is constructed by taking I

max

to be the largest I

(i)

max

over all i, and similarly for P

max

and B

max

.

We de�ne the minimal e�ective bandwidth by:

C

min

(N) = C(u

�

; N)

4

= min

u2U

C(u; N) (12)

where U is the set of all possible distinct arrangements of N streams, and u

�

is a best arrangement

that results in the minimal e�ective bandwidth. Using combinatorial techniques, it can be shown

that the size of U is

jUj =

m

X

i=1

0

@

L

i

1

A

0

@

N � 2

i� 1

1

A

where m = min fN � 1; Lg (13)

which increases rapidly with N . Therefore, obtaining C

min

(N) from (12) by exhaustive search is

computationally prohibitive for moderate and large N . Instead, we give a closed-form expression

for u

�

. We assume, without loss of generality, that frame boundaries are aligned. This assumption

is justi�ed by the fact that the e�ective bandwidth for an arrangement with non-aligned boundaries

can be shown to be greater than or equal the e�ective bandwidth for some arrangement with aligned

10



boundaries. Thus, u

�

is necessarily an arrangement with aligned boundaries. Table 1 provides the

form of u

�

and the expression for C

min

(N). Although the structure of u

�

is quite intuitive, proving

its optimality is not trivial. The optimality of u

�

and the associated expression for C

min

(N) in

(12) are proved in the next section. Note that u

�

is not necessarily unique.

A best arrangement of N streams, N � 1, that have similar tra�c envelops is given by:

u

�

= (0; 1; 2; : : : ; L� 1; 0; 1; 2; : : : ; L� 1; : : : ;

| {z }

w times

0; 1; 2; : : : ; N � wL� 1) (14)

and the minimal e�ective bandwidth is given by:

C

min

(N) = C(u

�

; N) =

(w + 1)I

max

+ (m� w)P

max

+ (N � 1�m)B

max

N

(15)

where

w

4

= largest nonnegative integer k that satis�es N > kL

m

4

= largest nonnegative integer k that satis�es N > kQ

Table 1: A best arrangement of N streams and the associated minimal e�ective bandwidth.

Given that N ongoing streams are scheduled according to u

�

, a new stream can be added to

the existing ones resulting in a best arrangement of (N +1) streams without disrupting the original

structure of the N streams. In other words, u

�

of (N + 1) streams can be obtained by simply

concatenating a single number to u

�

of N streams. When N streams are arranged according to

u

�

and N � L, the removal of any stream will still result in a best arrangement of N � 1 streams.

When N > L, only the removal of certain streams preserves the optimality of the arrangement.

As N increases, C

min

(N) decreases slowly in a non-monotonic manner. The asymptotic value

of C

min

(N) can be obtained by taking the limit of C

min

(N) in (15) with respect to N . For large

N , w � N=L and m � N=Q. Thus,

C

�

min

4

= lim

N!1

C

min

(N) = (1=L)I

max

+ (1=Q� 1=L)P

max

+ (1� 1=Q)B

max

(16)

In fact, this limiting value is reachable when N = kL, for k = 1; 2; 3; : : :, implying that the highest

gain from multiplexing in the homogeneous case is achieved whenever the number of multiplexed

streams is a multiple of L.

11



5.2 Proof of Optimality

In this section, we prove the optimality of u

�

as given in (14). For homogeneous streams with

aligned boundaries, C(u; N) can be written as

C(u; N) =

1

N

max

0�j�L�1

 

N

X

i=1

b

i;j

!

(17)

where b

i;j

was de�ned in (4). We can also write C(u; N) in the following form:

C(u; N) =

n

I

I

max

+ n

P

P

max

+ (N � n

I

� n

P

)B

max

N

(18)

for some nonnegative integers n

I

, n

P

, and n

B

with n

I

+ n

P

+ n

B

= N . Only L values of b

tot

(t) (in

the �rst L slots) are needed to compute C(u; N) in the homogeneous case with aligned boundaries.

We use the notation b

tot;i

to refer to b

tot

(�) for � 2 (i; i+1). A stream s

i

is said to belong to phase

k, where k = 0; : : : ; L� 1, if u

i

= k, i.e., s

i

sends its I frames during phase k. De�ne

r

k

4

= number of streams that belong to phase k

z

k

4

= number of streams that belong to phases that di�er from k by a nonzero multiple of Q

r

k

and z

k

give the numbers of streams sending I and P frames, respectively, during phase k. The

following proposition follows directly from the periodicity of the GOP patterns.

Proposition 2 Consider any two streams s

i

and s

j

with phases u

i

and u

j

, u

i

6= u

j

. If during

phase u

i

s

j

sends a B frame, then during phase u

j

s

i

sends a B frame. Also, if during phase u

i

s

j

sends a P frame, then during phase u

j

s

i

sends a P frame. 2

From Proposition 2, it is easy to see that for any two phases, m and n, with jm� n j= a multiple

of Q, we have r

m

+ z

m

= r

n

+ z

n

.

Proposition 3 In (18), n

I

� 1 for any arrangement u = (u

1

; : : : ; u

N

).

Proof (by contradiction): Suppose that n

I

= 0.

First, consider the case when n

P

= 0. Then C(u; N) = NB

max

=N . Since u

1

4

= 0, r

0

� 1. Thus,

during phase 0 the aggregate peak rate b

tot;0

� I

max

+(N�1)B

max

> NC(u; N), which contradicts

the de�nition of C(u; N).

12



Next, consider the case when n

P

� 1. Let phase k be the phase for which b

tot;k

=N = C(u; N). By

our assumption, r

k

= 0. Since n

P

� 1, there exists at least one stream, say s

j

, with phase j such

that jj � kj = a multiple of Q. During phase j, s

j

sends I frames. Also, any other stream that

sends P frames during phase k will be sending either I frames or P frames during phase j (from

Proposition 2). Thus, b

tot;j

> b

tot;k

, which contradicts the de�nition of C(u; N). Hence, n

I

� 1. 2

To prove the optimality of u

�

, we �rst show that C(u

�

; N) is given by the RHS of (15). Then,

we show that C

min

(N) is also given by the RHS of (15). An inspection of (14) reveals that when N

streams are arranged according to u

�

, there are exactly m+1 streams whose phases di�er, pairwise,

by a nonnegative multiple of Q. Among those, w + 1 streams belong to the same phase (m and w

were de�ned in Table 1). It is obvious that C(u

�

; N) is obtained from a phase i in which r

i

= w+1

and z

i

= m+ 1� (w + 1) = m� w. Thus,

C(u

�

; N) =

(w+ 1)I

max

+ (m� w)P

max

+ (N � 1�m)B

max

N

(19)

Now consider an arbitrary arrangement u = (u

1

; : : : ; u

N

). If we can show that C(u; N) satis�es

C(u; N) �

sI

max

+ lP

max

+ (N � s� l)B

max

N

(20)

with s � w + 1 and s + l � m+ 1, then C(u; N) must be greater than or equal the RHS of (19),

which proves the optimality of u

�

. To prove (20) for an arbitrary u, we consider two cases.

5.2.1 Arbitrary Arrangement with Distinct Elements

Suppose that the elements of u are distinct (i.e., u

i

6= u

j

for all i 6= j), which is only possible when

N � L (thus w = 0). At least m + 1 of these streams belong to phases that di�er pairwise by a

multiple of Q. (In general, for a set of distinct kX + 1 integers where k and X are nonnegative

integers and X 6= 0, there are at least k+1 integers that di�er pairwise by a multiple of X). Thus,

b

tot;j

� I

max

+mP

max

+(N�1�m)B

max

for some phase j. By de�nition, C(u; N) � b

tot;i

=N for all

i, and thus, C(u; N) � b

tot;j

=N � (I

max

+mP

max

+ (N � 1�m)B

max

) =N . Therefore, C(u; N)

satis�es (20) with s = w + 1 and l = m� w (w = 0 in this case).

5.2.2 Arbitrary Arrangement with Repeated Elements

Suppose that the elements of u are not distinct. Let

�

4

= max

0�j�L�1

r

j

(21)
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Clearly, � � maxf2; w + 1g. We use the term chain to refer to a subset of the N streams whose

phases di�er pairwise by a multiple of Q (including the ones that belong to the same phase). For

example, if N = 9, L = 15, Q = 3, and u = (0; 0; 0; 1; 2; 3; 4; 5; 6), then the �rst chain consists of

the sources fs

1

; s

2

; s

3

; s

6

; s

9

g, the second chain consists of fs

4

; s

7

g, and the last chain consists of

fs

5

; s

8

g as shown in Figure 6. Here, � = 3. Observe that no more than Q chains can exist in any

 0  1  2  3  4  5  6 phase

S1

S

S S S S S S

2

3 4 5 6 7 8 S9

Figure 6: Resulting chains when u = (0; 0; 0; 1; 2; 3; 4; 5; 6), L = 15, and Q = 3.

arrangement. Let q be the number of chains in u (q � Q). Denote these chains byW

1

; W

2

; : : : ;W

q

,

with corresponding sizes �

1

; �

2

; : : : ; �

q

(

P

j

�

j

= N). From Proposition 2, if two streams that belong

to phases m and n are in the same chain, say W

i

, then r

m

+ z

m

= r

n

+ z

n

= �

i

. For each chain

W

j

, let C

j

(u; N) be the maximum aggregate peak rate divided by N , with the maximization taken

only over the phases of the streams in W

j

. For j = 1; : : : ; q, C

j

(u; N) can be written as

C

j

(u; N) =

n

(j)

I

I

max

+ n

(j)

P

P

max

+ n

(j)

B

B

max

N

(22)

where for all j, n

(j)

I

, n

(j)

P

, and n

(j)

B

are nonnegative integers; n

(j)

I

� 1 (from Proposition 3); and

n

(j)

I

+n

(j)

P

+n

(j)

B

= N . The total number of streams sending I or P frames during the phase of any

stream in W

j

is given by �

j

. At least one of the chains, say W

1

, contains � streams that belong

to the same phase, say phase i. Consequently, C

1

(u;N) = b

tot;i

=N and n

(1)

I

= �. Based on the

de�nition of C(u; N),

C(u; N) = max

1�j�q

C

j

(u;N) (23)

We consider two cases, depending on the value of �

1

. First, suppose that �

1

� m+ 1. Then,

C(u; N) � C

1

(u;N) =

�I

max

+ (�

1

� �)P

max

+ (N � �

1

)B

max

N

(24)

Since � � w+ 1 and �

1

� m+ 1, C(u; N) satis�es (20), and u

�

is optimal.

Next, suppose �

1

< m+ 1. Thus,

P

q

j=2

�

j

� N �m. There must be at least one chain, say W

j

,

14



for which

�

j

�

N �m

q � 1

(25)

(otherwise,

P

q

j=2

�

j

< N �m). Accordingly,

�

j

�

N �m

q � 1

>

N �N=Q

q � 1

=

N(Q� 1)=Q

q � 1

>

N

Q

> m (26)

where we use the fact that m < N=Q � m + 1 and q � Q. Since �

j

is an integer, �

j

> m implies

that �

j

� m+1. The streams in W

j

belong to no more than L=Q phases. For at least one of these

phases, say phase i, we have r

i

� �

j

=(L=Q). But n

(j)

I

� r

k

for all values of k that represent the

phases of streams in W

j

. Consequently,

n

(j)

I

�

�

j

L=Q

�

1 +m

L=Q

�

N=Q

L=Q

=

N

L

> w (27)

The last inequality follows from the de�nition of w which implies that w < N=L � w+ 1. Accord-

ingly, n

(j)

I

� w + 1. Based on the above, we have

C(u; N) � C

j

(u;N) =

n

(j)

I

I

max

+ (�

j

� n

(j)

I

)P

max

+ (N � �

j

)B

max

N

(28)

Since n

(j)

I

� w + 1 and �

j

� m+ 1, C(u; N) satis�es (20), and u

�

is optimal.

5.3 Sub-optimal Scheduling in the Heterogeneous Case

The scheduling scheme presented in the previous section is proved to be optimal for streams with

identical tra�c envelops. Using the same envelop to characterize di�erent video movies can be

conservative if, for example, these movies di�er in their resolution or quantization levels. In such

situations, the use of di�erent tra�c envelops is quite advantageous. When video sources at the

multiplexer are characterized by di�erent envelops, u

�

in (14) is no longer optimal. In fact, it

can be easily shown that the optimal schedule in this case depends on the exact values of the

tra�c envelops parameters. Therefore, it is not possible to obtain a general expression for a best

arrangement of heterogeneous sources. And even if an optimal scheduling for N heterogeneous

streams was found and used to transport these streams, the addition of a new stream would

require disrupting the original structure of the N streams if the N + 1 streams are to be optimally

scheduled. Such disruption can happen at any time during video delivery, and as frequently as

the rate at which connections are added and terminated, resulting in noticeable discontinuities in

the motion picture at the client side. Additionally, a best arrangement of heterogeneous streams
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cannot be computed recursively; therefore, an exhaustive search is needed every time a connection

is admitted or terminated, which is computationally impractical.

A more practical approach is to provide an e�cient scheme for scheduling heterogeneous sources,

which is practical to implement but not necessarily optimal. As before, the parameters of the tra�c

envelop that model stream s

i

are given by the 5-tuple vector E

i

. The server maintains a table M

which similar to the one used to compute the e�ective bandwidth for arbitrary arrangements with

aligned boundaries (see Section 4.1). Each row in this table gives the

e

L values associated with

b

i

(� � u

i

). In contrast to the situation in Section 4.1, u

i

for each source s

i

can be determined by

the server just before s

i

is started. Once s

i

starts, it keeps on sending frames without any delay.

The server also maintains a vector V similar to the one in Section 4.1. Given that N streams have

already been scheduled and are being multiplexed, once a new stream is being requested, the server

schedules the (N + 1)th stream to start in a phase i, i 2 f0; : : : ;

e

L� 1g for which the total bit rate

for the ongoing N streams is minimum. Using the same notation of Section 4.1,

u

N+1

= i where v

i

= min

0�j�

e

L�1

v

j

(29)

Once u

N+1

is obtained, the server updates V and computes C(u; N + 1) using the recursions in

Section 4.1. A similar updating procedure is also used when a connection is terminated.

6 Numerical Results

We tested the e�ciency of our scheduling schemes on real MPEG traces that were captured by

several researchers [3, 7, 8, 16] for various types of video, including action movies, advertisements,

and a lecture. These traces are listed in Table 2 along with their tra�c envelops parameters

(frames are packetized into 48-byte cells). They were all generated using MPEG-I encoders (see

the references for the compression details). The last column in the table gives the maximum

attainable multiplexing gain (given as a percentage of the source peak rate).

Trace Length (in frames) I

max

P

max

B

max

L Q (C

�

min

=I

max

)� 100%

Star Wars [3] 174136 483 454 169 12 3 55%

Wizard of Oz [8] 41760 894 742 157 15 3 41%

Advertisements [7] 16316 215 214 162 6 3 84%

Lecture [7] 16316 131 92 32 6 3 45%

Silence of the Lambs [16] 40000 350 231 144 12 3 53%

Table 2: Empirical MPEG traces for di�erent video movies with various compression patterns

(frame sizes in cells). The last column shows C

�

min

as a percentage of source peak rate.
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Figure 7 depicts the normalized minimum e�ective bandwidth, (C

min

(N)=I

max

)�100%, versus

N for homogeneous streams. As N increases, C

min

(N) decreases non-monotonically to C

�

min

. For

moderate and large N , C

min

(N) is very insensitive to the variation in N . Clearly, the reduction

in bandwidth strongly depends on the values of the tra�c envelop parameters. For example, when

several Wizard of Oz streams are multiplexed, the bandwidth per source is about 41% of the source

peak rate, whereas it is about 85% for Lecture streams.
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Figure 7: Percentage of C

min

(N)=I

max

versus N for di�erent MPEG traces (homogeneous case).

Another way to measure the multiplexing gain under optimal scheduling is by computing the

number of homogeneous video connections that can be simultaneously transported using a �xed

total bandwidth. This is shown in Figure 8 for two movies. The abscissa in this �gure depicts the

total bandwidth normalized to I

max

.

To study the impact of L and Q on the minimum e�ective bandwidth, we examined a segment

of 12600 frames from Wizard of Oz movie (from frame # 29191 to frame # 41790 in the movie).

This segment was compressed several times using di�erent L and Q values. Table 3 depicts the

GOP patterns that were used and the resulting I

max

, P

max

, and B

max

. Unexpectedly, the GOP

pattern seems to have little impact on the maximum frames sizes (note, however, that the GOP

pattern has signi�cant impact on the average frame size of each frame type). This can be justi�ed

by the fact that a movie consists of several scenes, where a scene can be loosely de�ned as a segment
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Cmin (N)−based allocation
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Figure 8: Number of homogeneous video connections that can be simultaneously transported based

on minimum e�ective bandwidth versus total capacity (normalized with respect to I

max

).

Compression Pattern L Q I

max

P

max

B

max

(C

�

min

=I

max

)� 100%

I 1 1 908 | | 100%

IP 2 1 898 756 | 92.1%

IPP 3 1 898 756 | 89.5%

IPPP 4 1 896 756 | 88.3%

IPPPP 5 1 896 740 | 86.1%

IBPB 4 2 896 733 161 54.4%

IBPBPB 6 2 898 742 161 53.2%

IBPBPBPB 8 2 889 742 161 52.9%

IBPBPBPBPB 10 2 894 742 161 52.2%

IBBPBB 6 3 898 719 157 41.7%

IBBPBBPBB 9 3 896 742 157 41.2%

IBBPBBPBBPBB 12 3 896 742 157 40.7%

IBBPBBPBBPBBPBB 15 3 893 742 157 40.5%

Table 3: Encoding of a video segment using di�erent compression patterns.
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of the movie that exhibits uniformity in the video dynamics. Sizes of I frames (similarly, P and B

frames) within one scene are close in value. Since on the average a scene lasts for several seconds

[9], changing the compression pattern (whose time scale is smaller than one second) has little e�ect

on the maximum sizes of I , P , and B frames within a scene. The last column in Table 3 gives the

limiting value of C

min

(N) computed from (16). It is obvious that L has a very negligible e�ect on

C

�

min

, whereas increasing Q results in a signi�cant reduction in C

�

min

. This is expected since for the

examined traces, P

max

is closer to I

max

than to B

max

. When P

max

� I

max

, C

�

min

in (16) reduces to

(1=Q)P

max

+ (1� 1=Q)B

max

which does not depend on L. However, using a large Q (i.e., more B

frames in a GOP) is not desirable from the decoder's perspective. Hence, Q should be chosen such

that it provides a good compromise between the decoder complexity (and the associated decoding

delay) and the multiplexing gain.

Using the sub-optimal scheduling scheme for heterogeneous sources, the normalized e�ective

bandwidth is plotted in Figure 9 as a function of the multiplexed streams. Here, we consider a

simple scenario in which the heterogeneous mix consists of two di�erent envelops (e.g., two movies).

Starting with N = 1, we increment N by adding streams one at a time to the multiplexer, and

recursively computing the e�ective bandwidth according to the sub-optimal scheme. When adding

streams, we alternate between the two movies (for example, we start with an Advertisement stream,

then add a Lecture stream, then add another Advertisement stream, and so on). The e�ective

bandwidth is normalized with respect to the average source peak rate

P

N

i=1

I

(i)

max

=N . Similar to the

homogeneous case, it is observed that e�ective-bandwidth allocation, though not optimal, results

in signi�cant bandwidth gain.

7 Summary

Bandwidth allocation for VBR video with stringent deterministic QoS requirements is typically

done based on the source peak rate. Such an allocation strategy underutilizes the network capacity.

By exploiting the periodic manner in which frame types are generated in MPEG compressors, we

showed that signi�cant bandwidth gain can be achieved by means of statistical multiplexing of

video, while supporting stringent deterministic QoS guarantees. When streams are multiplexed,

bandwidth allocation can be done based on the e�ective bandwidth per source which is often less

than the source peak rate. We provided e�cient, recursive procedures for computing the e�ective

bandwidth, as well as an upper bound on it. These procedures can be easily implemented at a

multiplexing node to provide dynamic resource allocation for video. The amount of gain obtained

from e�ective-bandwidth allocation depends largely on the arrangement of the multiplexed streams,
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Figure 9: Percentage of allocated bandwidth normalized by average source peak rate as a function

of N for heterogeneous streams.

which, in the case of VOD systems, is determined by the way these streams are scheduled for

transmission over the network. Given that a video server has some 
exibility in determining the

starting times of new connections (and thus, their transmission schedule), we provided an optimal

scheduling scheme for homogeneous video sources, which achieves the minimum e�ective bandwidth.

We proved mathematically the optimality of this scheme, and gave the form of the associated best

arrangement. In several cases, optimal scheduling of video resulted in more than 50% decrease in the

allocated bandwidth. We also gave an e�cient scheduling scheme for heterogeneous sources, which

achieves sub-optimal performance. Examples of real MPEG traces from various compressed movies

were used to demonstrate the advantages of our scheduling schemes. Tra�c envelops with constant

parameters were used in this paper to characterize video tra�c. A more accurate characterization

can be provided using tra�c envelops with time-varying parameters. In a future work, we will

extend the results of this paper to video streams that are characterized by tra�c envelops with

time-varying parameters.
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Appendix

A Proof of Proposition 1

We show that C(u; N) given in (9) is an upper bound on C(u; N). Substitute (7) in (8) to obtain
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=
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From (9) and (32), we have
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= C(u; N) (33)

(in the above equations, the maximization over j is taken on integer values while the maximization

over � is taken on real values). 2
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