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Abstract

Recent research in wireless CDMA systems has shown thatiaglagte/power control can considerably increase
network throughput relative to systems that use only poweait® control. In this paper, we consider joint power/rate
optimization in the context of orthogonal modulation (OMjdainvestigate the additional performance gains achieved
through adaptation of theM order. We show that such adaptation can significantly increasearktthroughput while
simultaneously reducing the per-bit energy consumptitative to fixed-order modulation systems. The optimizat®n
carried out under two different objective functions: miiging the maximum service time and maximizing the sum of
user rates. For the first objective function, we prove thatdptimization problem can be formulated as a generalized
geometric program (GGP). We then show how this GGP can bsftianed into a nonlinear convex program, which
can be solved optimally and efficiently. For the second dhjedunction, we obtain a lower bound on the performance
gain of adaptive OM (AOM) over fixed-modulation systems. Nuital results indicate that relative to an optimal joint
rate/power control fixed-order modulation scheme, the @sed AOM scheme achieves significant throughput and energy

gains.

I. INTRODUCTION

Efficient utilization of the limited wireless spectrum wéisatisfying applications’ quality of service (QoS) reeulir
ments is an essential design goal of fourth-generation (@i@less networks and a key to their successful deploy-
ment [46]. Despite their appealing simplicity, resourdecdtion policies in currently deployed wireless networsch
as the IEEE 802.11, are inefficient, perform poorly under enatd loads [10], and are unable to match the growing
demand for high data rates.

The need for spectrally efficient systems has motivatedékieldpment of adaptive transmission techniques, several o
which are in the process of being standardized. These wabmiadapt users’ parameters according to the time-varying
channel conditions, interference levels, rate requirdsdait error rate (BER) needs, and energy constraints [29].
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In narrow-band (i.e., non-spread spectrum) systems, adaptation inchmgsng the transmission power [16], mod-
ulation order [14], symbol rate [9], coding rate [41], or axgmbination of these parameters [3], [13], [15], [28]. In
particular, it is well known that adaptive modulation is amising technique for increasing the user data rate in narro
band systems. This was demonstrated in [14] for the singde-case, where it was shown that adaptive modulation can
provide up tol10 dB gain over a fixed-rate system that uses only power contro[33], the authors studied the mul-
tiuser case and showed that even without power control t@eapodulation has a significant throughput advantage over
fixed-rate power control schemes. Much of the work on adaptmdulation in narrow-band systems (e.g., [4], [14],
[23], [24], [43]) has been motivated by recent advances sigiéng low-complexity adaptive modulation circuitry and
channel estimation techniques [14].

In the context of (wide-band) direct-sequence code dimisiaultiple access (CDMA) networks, power control has
traditionally been the single most important adaptatiompeeter [12], and has been thoroughly studied (see [37]lad t
references therein). Recent efforts on adaptation in CDM#varks have also focused on adapting the transmission rate
using multiple codes [18], [36], parallel combinatory sptespectrum [48], multiple chip-rate [44], adaptive motiota
and coding (AMC) [1], [6], [17], and “classical” variable gmessing gain (VPG) techniques [10], [11], [19], [22], [25]
[27], [30], [35], [42], [45] in which both the transmissiomwer and data rate are adapted, but the modulation and coding
are kept fixed.

For CDMA systems that require coherent reception, a pilgbai must usually be transmitted for each user. This
is the case, for example, in WCDMA systems [1], where a hak-coherent two-dimensional modulaficsuch as
16QAM [1], [17] is used. Alternatively, to reduce the implentation complexity associated with coherent reception
(e.g., recovering the pilot signals from users) and to d@ky improve energy efficiency (a pilot signal consumes a
considerable amount of the mobile user’s energy), nonestheeception can be used [28]/ -ary orthogonal modulation
(OM) is a spectrally-efficient modulation technique thatvell suited for this application [12]. Although differeati
phase shift keying (DPSK) can also be used for noncohereaptien, it has been shown that OM outperforms DPSK for
M > 8 in additive white Gaussian noise (AWGN) and in Rayleigh figdchannels [32]. OM has been used successfully
in the uplink of I1S-95 and is also part of the radio configumasi of the cdma2000 standard [18].

This paper focuses on CDMA systems for which coherent remre# not possible and where OM is used (e.g., uplink
IS-95). For such systems, classical (i.e., fixed OM order\as been the focus of research because of its performance
benefits, flexibility, and practicality (e.g., low peak+twean envelope power, fixed chip rate, etc. [19]). The extensi
work on VPG has clearly quantified the performaheevantages of combined rate/power control over power abntr
alone (e.g., see [35], [19]). However, to the best of our Kedge, adapting the modulation order for variable-rate
OM-based systems remains an unexplored area of reseattbnarfor which joint rate/power control has not yet been
investigated. Our first contribution (Section Il) is to shitvat when OM is used, the performance of variable-rate CDMA

!By two-dimensional modulation, we mean modulation schefmeshich the modulation symbol can be represented by a Zd#ional vector,

i.e., by a point in the 2-dimensional signal space (or cdiasien).
“Throughout the paper, the term “performance” is used ta tefaetwork throughput and/or per-bit energy consumption.



networks can be improved by using higher OM orders at lowéa dates. We then use these results to show that, in
the single link case, variable-rate systems with adaptittiogonal modulation (AOM) significantly outperforms VPG
systems with a fixed OM ord&rThus, similar to adaptive modulation in narrow-band systeAOM in CDMA systems

is shown to be a promising technique for increasing the uatr cite. Note that the processing gain and transmission
power are varied in both AOM and VPG. However, in AOM the OMarik also varied depending on the data rate,
whereas VPG uses tlsame OM order for all data rates.

The main goal of our study is to investigate the theoretieafggmance limits ofoint rate/power control for AOM-
based CDMA networks and to gain insights into the technidgrlfi We consider both point-to-point (PTP) as well as
multipoint-to-point (MultiPTP) networks (see Figure 1)T® networks is the more general communication paradigm. It
can represent a completely distributed mobile ad hoc né&tvasra microcellular network in which mobile-base station
pairs compete for the same frequency spectrum. In MultiP8trorks, multiple nodes transmit to one node, as in the
case of a cluster-based ad hoc or sensor network [31] or ireiteeof the uplink of a single cell in a CDMA-based cellular

network (e.g., 1S-95 [32]). With very few exceptions, p@ws work has mainly considered MultiPTP networks.
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(a) PTP Networks. (b) MultiPTP Networks.

Fig. 1. Network topologies considered in the paper.

To jointly optimize the powers and rates, we consider tiwoughput-related objective functions: (1) minimizing the
maximum service time, and (2) maximizing the sum of useesigmission rates. Both functions are optimized subject
to constraints on the maximum transmission power, on thénmoim and maximum transmission rates, and on the BER.
The first function is novel in our context and has not receiveath attention; previous research has primarily focused on
the second objective function. However, as we argue in @edi, there are importarpractical advantages of the first
objective function.

We obtain the optimum solution to the problem of minimizihg maximum service time in both PTP and MultiPTP
networks by formulating the problem as a generalized gedcnatogram (GGP) [8]. We then transform this GGP into
a geometric program (GP), which itself can be transforméal &@nonlinear convex program. The advantage of these
transformations is that a convex program has a global optittiat can be found very efficiently [8]. Furthermore, in the
case of MultiPTP networks, we derive a simple expressiordanputing the optimal powers and rates that minimize the

maximum service time. Our solutions are computationalficieht. They can also be used to determine the feasibility of

3For brevity, we use the acronym AOM to refer to a variableststem with adaptive OM, while the acronym VPG refers toréalse-rate
system with a fixed OM order.



a set of rate and BER requirements under certain constrémis, allowing for the use of admission control policies.

Although the second obijective function (i.e., maximizimg sum of rates) has the advantage of being in the exact
form of throughput, it has the limitation of having severatdl maxima. As a result, there are no computationally
efficient algorithms to solve this problémHence, for PTP networks, although we do not know the optiaka/power
solution for VPG and AOM, we provide some numerical resuitst demonstrate the performance advantages of AOM
over VPG. For MultiPTP networks, we start from theorems ptbwn [19], and we analytically derive a simple procedure
for maximizing the sum of rates for VPG systems. Then, we show this solution, which is optimal in VPG systems,
can be usedheuristically in AOM MultiPTP networks. Using these results, we derivevadobound on the achievable
gain of AOM over VPG schemes. As shown in Section IV, this gaisubstantial.

Note that our goal in this paper i®t to promote OM as a modulation scheme, but rather to advaciging the
order of OM for CDMA systems that already use OM (e.g., thenkpbf 1S-95). The rest of the paper is organized as
follows. In the next section, we take a system-level apgrdache analysis of AOM in CDMA multimedia networks and
show its performance advantages over VPG. In section llpresent the objective functions, formulate the optimaati
problems, and present their solutions. The performanceQiflAs presented and contrasted with VPG in Section IV.

Finally, our main conclusions and several open issues aserdin Section V.

[I. ORTHOGONAL MODULATION IN CDMA NETWORKS
A. Motivation for Higher Orthogonal Modulation Orders

The main goal of this section is to show that for any data rateeasing the OM order improves the performance of a
CDMA system. The maximum OM order that can be used, howesvegnstrained by the chip rate. We first start with
a system-level analysis of CDMA systems. The benefits of bdni@M order is then established using this analysis and
through an analogy between OM and FEC. The message we wibh wpnvey is that, in CDMA systems, it is always
advantageous to use an FEC or an OM order that reduces taedrgy-to-noise spectral density rati6, /Ny) required

for a given BER.

Digital Processor

FEC R; (bps Modulator Ry (bps W Hz)

R (bps;

Spreader Transmitte

Fig. 2. Simplified block diagram of the transmitter circuit.

The transmitter circuit of the system under study is showrRigure 2. It consists of (digital) FEC encoder, modulator,
direct-sequence spreader, and (analog) amplifier andntities [12]. Consider packet reception for lirik Let I be
the set of active links in the networlP,t(i) be the transmission power of linkandh;; be the channel gain between the

“This may be one reason why previous studies that pursuecarithinic approach to this problem considered other olsjest such as mini-
mizing the power or eveminimizing the sum of rates [25].



receiver of linki and the transmitter of link. Then the signal-to-noise (and interference) ratipiat

hiipt(i)

Z hjiPt(j) + Pihermal
jel—{i}

SNRY =

1)

where Prermal IS the thermal noise, which is modeled as a white Gaussiasemmiocess. The interference from other
users is also assumed to be Gaussian. This assumption imashoeen to produce throughput results that are reasonably
accurate [34]. For reliable communication, a more relewaetric than SNR) is the effective bit energy-to-noise spectral
density ratio at the detector, denoted;§ and given by [12]:

o By _ W il @

No RO > hjiPt(j) + Phermal
Jjel—{i}

whereW is the Fourier bandwidth occupied by the signal (i.e., chieyandR( is the data rate ofs intended signal.

Let ureq be the requireg”) for a certain BER. Then, the maximum achievable data ratésat

SNR®
Hreq .

RY =w ©)
Both (2) and (3), which hold for any CDMA system, do not exgiljcindicate the effects of FEC and modulation on
the achievable data rate. However, these effect appeaeatigi through the value qgfeq. For example, the stronger the
FEC code (i.e., the lower the code rate), the lessgfigand the higher is the achievable data rate. This analysiingi
with the findings of Viterbi [40], in which he showed that fanming margin is actually increased by coding; the idea is
that with coding yireq is lower, and so more interference is allowed for the sanee(rat., SNRY in (3) can be decreased).
In other words, for CDMA systems it is always preferable te ashemes that enable operation at a lowey.
In the case of\/-ary OM, the modulator takels = log, M/ FEC-coded bits and maps them into one of AifeWValsh
(or Hadamard) orthogonal sequences [32] of lengtiits. So the resultingnodulated bit rate R,, is equal toR. M /k,
whereR, is the coded bit rate (see Figure 2). At the receiver, theasigrfirst despread and then noncoherently detected,
generating: soft output bits for each transmitted Walsh symbol, whighfad to the Viterbi decoder (see [39] for further

details). A tight upper bound on the probability of bit erneiOM is given by [32]:

P, < %e—k(u“)—mnz)/; (4)

It is clear from (4) that the higher the value kfthe lower is the BERTherefore, the higher the OM order M, the
better is the BER performance for the same E}, /Ny value. OM in this sense works as an FEC code; the higher the value
of M, the lower is the modulation rafe/M, but the better is the BER performance. Note that the higieeOM order,

the higher isR,,,; however, this has no impact on the system bandwidth as Isig,a< W, since the signal is spread



by a high-rate CDMA code.

B. Performance Advantages of Adaptive Orthogonal Modulation

In the previous section, we showed that increasing the OMrascbeneficial for the performance of a CDMA network.
However, the higher the user data ré&tethe lower must be the maximum allowalié to ensure thak,, < W. Thus,
in AOM, M must be adapted according & Our goal in this section is to quantify the performance gahadapting\/
according toR. To do this, we derive the relationship between the user® &Nd the achievable data rate for AOM and
for non-adaptive OM (i.e., VPG).

First, we claim that it is sufficiently accurate to use (2) #melupper bound in (4) to analyze OM in CDMA systems. To
substantiate our claim, we compare the performance olatdinen these two simple equations with the results reported
in [26], which were obtained using rigorous analysis. Wewate the same setup of [26]: a MultiPTP network that uses
64-ary OM with equal received powers at the common receiee number of transmitters is varied to obtain different
E,/Ny. Part (a) of Figure 3 shows the probability of bit error vesr&ly/Ny. The “exact” plot is the same one that was
obtained in [26], while the upper-bound curve is the oneiakthusing (2) and (4). This figure demonstrates that the
bound is sufficiently tight for all practical purposes. Taifyethe tightness of the bound for other valuesidt we show
in Part (b) of Figure 3 the probability of bit error versiit for E;,/Ny = 8 dB andE;, /Ny = 10 dB. As can be seen, the

bound is tight, and hence will be used in our subsequent sisaly
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Fig. 3. Probability of bit error in an OM-based CDMA system.

Next, we use (2) and (4) to derive the relationship betweeruder's SNR and the achievable rate with and without
adaptingM. From this relationship, we demonstrate the performangarddges of AOM over VPG for the single-link
case. Without loss of generality, we assume that the systetaristudy does not use any FEC (iR.,= R). VPG uses
the same modulation order)/ for all data rates. Thid/ is chosen such that for a give®, R,, < Z < W, whereZ is
a threshold that is often determined by regulatory laws.dxample, the Federal Commission Commission (FCC) calls

for at least a ratio of 10 (i.e., 10 dB) of spreading rate to ulakibn bit rate in the 2.4 GHz ISM band [5], so in this case



Z = W/10. Accordingly, the modulation order for VPG is decided basadV, Z, and the maximum desired data rate
(Rmax)- If Z = W and Rmax = W/2, then the (fixed) modulation ordér = 2. If the required BER i20~%, then for
this VPG systemyureq is about 14.8, and so using (3), the required SNRadx is 7.4. Note that wheregse is fixed,
the required SNR is a function @i.

AOM, on the other hand, uses a variaBlethat depends o®. The higher the value af/, the smaller is the value of
Lreq, but also the higher i®,,,. ForZ = W and Rmax = W/2, the value ofM at Rmax cannot exceed (to ensure that
R,, < Z), implying that there is no performance advantage of AOM &G at Rnax. However, forR < Rmax, AOM
uses a higher value fav/, enabling operation at a lowgkeq, Or equivalently, resulting in a higher data rate (see [)).
each data rat®, the corresponding value @f is the largest value such th&t,,, which in the absence of FEC is equal

to R M /k, does not exceed. Assuming)M is continuous (more on this assumption shortly)can be expressed as:
R=Zk27F (5)

For a given targeP,, we use (4) as an equality, replac® with tireq @nd deriveureq as a function of. This function
along with (5) is used to approximaggeq as a function of?, sayg(R). The approximation can be done by simple curve

fitting. Finally, usingureq = g(R) and (3), one can express the required SNR as a functiéh of

il
Wg

~—

()2 L), ©)

SN =
Req W

In the case of AOMf(R) can be well-approximated (less than 1% fitting error) by theypomial functio aR?, for
some real-valued coefficients> 0 andb > 1. On the other hand, in the case of VRfR) is a constant that is equal to
Lireq (€.0.,9(R) = 14.8 for M = 2), and therefore, SN is simply a linear function oR. This linearity betweer and
SNRq has been the underlying assumption in all previous adapdegpower control schemes for OM-based CDMA

networks. We now know that this assumption does not hold DMA

Required SNR (dB)
Rate Enhancement of AOM

Relative Energy Consumption of AOM
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(a) Required SNR versus data rate. (b) Rate enhancement of AOM over VPG. (c) Energy consumption of AOM relative to
VPG.

Fig. 4. Performance of AOM and VPG for a single link.

5The definition of a posynomial can be found in Appendix A.



Using the relationships betweéhand SNReg, we are now in a position to compare the performance of AOMWRG
for the single-link case. Figure 4 demonstrates severébpeance metrics obtained usify= W and Rpax = W/2.
Part (a) of the figure depicts SNRversus the normalized rafe/WV. It is clear that for allR < Rmax, AOM requires a
significantly less SNR than VPG to achieve a certain data @ireh an improvement essentially reflectgower gain.
Equivalently, AOM achieves a much higher rate than VPG fershme SNRq (i.e., rate gain). Part (b) of the figure
shows the relative rate enhancement of AOM over VPG versuSHR. It is shown that the rate advantage of AOM over
VPG increases as the SNR decreases, and is very significtirg iow SNR regime. Note that when SNRS8.7 dB, the
link operates aRRmax, and AOM uses the same modulation order as VPG, i.e., theme liate improvement. Part (c) of
the figure shows the energy-per-data Bit) consumption of AOM relative to that of VPG versus the SMRis defined
as the transmission power divided By The figure shows that AOM consumes much I&gghan VPG in the low SNR
regime. TheFE, consumption of AOM increases as the SNR increases until thémum rate is reached, at which AOM
consumes the sanie, as VPG.

In the above discussion, we permitted the modulation oiddo take any real positive value; however, in real lifg,
is restricted to a finite sé& Nonetheless, we evaluate the potential gains withoutthitional constraint to serve as an

upper bound on the performance of AOM in practice.

I11. JOINT RATE/POWER OPTIMIZATION FOR AOM SYSTEMS

The analysis presented in the previous section focusedeositigle-user case. For a network of users, increasing one
user’'s power increases that user’s SNR, and consequentisité. However, this comes at the expense of the SNR for
other users, whose data rates must now be reduced to cormsbaddied interference. Determining the best powers and
rates that optimize a given objective function (e.g., nekvtbroughput) is not straightforward. The goal of this satt
is to define objective functions and derive policies thatrofe them for the case of a network of users (i.e., multiuser
case).

We study two throughput-oriented objective functions:r{iifimizing the maximum service time, and (2) maximizing
the sum of users’ transmissions rates. The two functiorierdif two aspects: the time scale at which rate adaption is

carried out and the required hardware.

A. Minimizing the Maximum Service Time

Let L; be the load (in bits) to be transmitted over lihk € I, wherel is the set of active links in the network. Recall
that R; is the data rate (in bits/sec) for link The service time for link, denoted by, is L; / R;. A scheme that minimizes
the maximum service tim&nax = max{S;, i € I} has the advantage of being easy to integrate in many curieziess
network standards. For example, the access point (AP) dEBE I802.11 WLAN (or the Piconet controller of an IEEE

5The burden of demodulation for high valuesidfcan be alleviated by using the Fast Walsh Transform metHpafich requires only\/logs M
real additions and subtractions.



802.15.3 WPAN) can utilize its polling medium access medmarto measure the channel gains between the AP and
each mobile node, and to probe nodes about their loads. dkemgnel gains and load values, the AP can compute the
optimum powers and rates that minimifgax. A scheme that minimizeSax does not require users to receive any
feedback from the AP while transmitting, i.e., only one segiver is required at a node. Furthermore, rate adaptation
carried out on a per-packet basis (i.e., the whole packesnsmitted at one rate), which is practical for current igse
networks standards [29].

Given the channel gains and the loddsv: € I, the goal is to find the transmission powers and rates Ft%).,and

R;, Vi € I) so as to minimizeSmax. Formally, this problem is stated as follows:

minimize {max%}

{Ri’Pt(Z)’ ’iel} el

subject to:
hii Py [(R) 7
PO > 15 viel (7)

.EIZ{_} jit%” " +Fthermal

J —1?

Oﬁpt(l)ﬁpmam Viel

Rmin < R < Rmax Viel

The first constraint reflects the BER requirement of linlsince it mandates thals SNR be greater than or equal to
% = SNRe¢q (see (6)).% is equal to%ureq for VPG and is approximated by(R;/Z)*(Z/W) for AOM, where
a andb are two constants whose values are obtained from the fitfifd 8). In our simulationsg ~ 9.8 andb ~ 1.2,
with less than 1% fitting error. Although the formulation if) @ssumes the same minimum rate, maximum rate, and
maximum power constraints for all nodes, this can be easiigneled to handle the case of node-specific constraints.
Note that this formulation is applicable to both PTP and NP networks.

Proposition 1. The optimization problem in (7) is a generalized geometragpam (GGP). This GGP can be trans-
formed into a geometric program (GP), which itself can besfarmed into a nonlinear convex program

Proof: With simple algebraic manipulations, (7) can be expressed a
minimize { ,ax{L,-Ri‘l}}

(R;,P, icry L€l

subject to:

) -1 _
Z hjiPt(J) + Phermal [hiipt(l)} [(Ri) <1 (8)
jel—{i}

Pipsl <1

max —

RZ‘R%;X <1
Ri_lRmin <1

"See Appendix A for a brief description of GGP and GP.
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where the constraints in (8) are to be satisfied foi alll. If f(R) is a posynomial (see Appendix A), which is the case
for both VPG and AOM, (8) is a GGP. In its current form, this G&inot be solve optimally and efficiently. Therefore,
we make two transformations. The first one transforms the/al®GP into a GP. To this end, we introduce a new
auxiliary variablet such that:
t> %, Vi el 9)
With the introduction ot, (8) becomes:
minimize ¢
{t,R;, P\, icI}
subject to:
LRt <1
> hjiPt(j )+ Phermal (10)
Jjel—{i}
Pt(i)Prﬁe%x <1
RiRpi <1
R Rmin < 1

0] 180 <

It is obvious that (8) and (10) are equivalent forms, meatirag the powers and rates that minimizalso minimize

the objective function in (8). Formulation (10) is an exaepf a GP, which can be easily transformed into a nonlinear
convex program using a logarithmic change of variables Rirmally, letz & log ¢, z; < log P”, andy; & log R;

Vi € I (sothatt = e*, P") = 7 andR; = e¥). Instead of minimizing the objective functianwe now minimize log.
Also, each constraint of the forgh < 1 is changed to log < 0. This results in the following (equivalent) optimization
problem:

minimize =z
{z,x4,yi, 1€1}

subject to:
log Lie %e * <0
(11)

log Y. hjie® + Phermal hi_ile_x’i f(‘f;i) <0
jel—{i}
log " Pnay < 0

log eV Rk, <0

log e % Rmin < 0

At first, the above formulation may look more complicatedt(®0). However, unlike (10), (11) is@rnvex optimization
problem that can be solved efficiently (see [8] for more d&taOnce (11) is solved for; andy;, Vi € I, the optimal
power and rate allocation is simply given E}V) =e" andR; = e¥ Vi e 1. |

Proposition 1 applies to both PTP and MultiPTP networks,asad for VPG as well as AOM schemes. In the case of
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MultiPTP networks, the structure of the problem can be grimplified to allow for even a faster computation of the
optimal solution. The following proposition enables théseuent derivation of this solution.

Proposition 2: The powers and rates that optimize (7) are such that the @insttiaint is satisfied with equality.

Proof: See Appendix B.

In MultiPTP networks, the receiver is common to all transen#t, and so the channel gaihs andh;; can be simply
written ash; and h;, respectively. Hence, utilizing Proposition 2, the opfipawer and rate allocation in the case of
MultiPTP networks must satisfy the following set of lineguations:

il _f (V];i), Viel. (12)

Z tht(j) + Pthermal
jel—{i}

Using the same derivation methodology as in [35], (12) caredaced to:

1 B
3 ——=1-— ”‘e;?a' Viel. (13)

By imposing the constrainPt(i) < Pmax @nd noting that (13) is valitli € 1, the following inequality can be obtained:

3 1 <1 — FPhermal _ (14)
T R [y )
This equation determines the feasibility of a set of ratd&RBequirements, and maximum power constraints. Next, we
use (14) to derive the optimal solution for (7). Considerftiwing proposition:
Proposition 3: The powers and rates that optimize (7) are such%]ai: Ig—; Vi, g el
Proof: See Appendix C.

This proposition says that, at the optimal solution to (M)ugers have the same service timt8.(Hence,R; = L;/S
Vi € 1. Accordingly, (14) can be written as:

Z Wl <1- . Ptherm:;l/ _ (15)
jel (—f(Lj/S) + 1) min {P maxi (—f(Li/S) + 1)}
The only unknown in this equation i, and so it can be easily solved for the minim$mNote that a unique solution
always exist, since the left-hand side (LHS) of (15) &t.S = oo, and it increases & decreases, while the RHSTisat
S = o0, and it decreases &sdecreases. In Section IV, we use (15) to show the significaribpnance improvement of

AOM over VPG.

B. Maximizing the Sum of Users Rates

The goal of this objective function is to maximize networkatinghput, subject to constraints on the BER, the maximum

transmission power, and the minimum and maximum transarigsites. This function, which has been the focus of much
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previous research, requires fast rate adaptation; forgtveank to operate at the optimal point, whenever a user cetep|

the transmission of a packet, all other transmitters mudatgtheir rates in the midst of transmitting their pack@tss
means that users must use intra-packet rate adaptatigrdifferent portions of the same packet must be transmited
different rates). Furthermore, maximizing the sum of ragegiires users to be able to receive feedback about their new
rates while transmitting, which may necessitate the usenufiléiple-channel multiple-transceiver architecture. té\thnat

the minimume-rate constraint, which has been overlooked astrprevious studies, is crucial for multimedia networks;
without this constraint, some users may never be allowedatwsinit, particularly if they experience a “bad” channel
relative to other users (i.e., their channel gains areivelgtsmall).

The power/rate optimization problem for both AOM and VPG barformulated as follows:

.

maximize ) R;
{R;, PV, ier} i€l
subject to:
hiipéi) > f(R,L-)’ Viel (16)
> hjiPt(J)+13thermal - W
jei—{i}
0< P? < Prax Viel
Rmin < R; < Rmax, Vi e l.

Unfortunately, this objective function cannot be transfed into the minimization of a posynomial as was done in the
previous section. So it is not possible to formulate thidpm as a GGP, a GP, or a nonlinear convex program. In fact, the
problem exhibits an unknown number of local maxima, andetlaee no efficient algorithms to solve it optimally for the
general case (i.e., PTP networks). However, in order to ¢etlang of how much improvement AOM can provide over
VPG, we fix one dimension of the problem, namely, the transimmspowers, and limit our attention to rate optimization.
Specifically, for PTP networks, we examine the case whensiade the maximum powePgax). First, consider the
following result.

Proposition 4: The powers and rates that optimize (16) are such that thedinstraint is satisfied with equality.
Proof: The proof is similar to the one for Proposition 2, and is oeditfor brevity.
If all users operate abPnax then from Proposition 4, it is easy to compute the users rfateboth AOM and VPG by

solving the following set of equations:

W hi; Pnax

Z hjiPmax + Pthermal
jel—{i}

Ry = f! , Viel. (17)

For MultiPTP networks, we follow a different approach thistas us to obtain a lower bound on the achievable gain of

AOM over VPG schemes. Without loss of generality, let thesigethe setl be ordered according to their link-channel
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gains, i.e.; < j = h; > h;. It has been shown in [19] that in the case of VR @he optimal solution for (16) has the
following structure:

» The set of best; users (,,) operate at ratd?may (i.€., at the maximum-rate boundary) and their powers fyatis
h P = h;PY) Vi j € I,,, i.e., they have equakceived powers.

» The set of next, best usersk(,,) operate at powePnyay (i.€., at the maximum-power boundary) and rates< Rmax
Vi € I,,,. Note thathiPt(i) < tht(j) Vi € I, andVj € I, (see [19] for more details).

« At most, there is one usér (whose order irf is v; + vy + 1) that operates at ratB; and powerPt(U) such that
Rmin < Ry < Rmax andPt(U) < Prax FurthermorthPt(U) < hiPt(i) andRy < R; Vi€ {I,, UL}

o The remaining userd,,, = I — I, — I,, — {U}, operate at rat&mi, (i.e., at the minimum-rate boundary) and
power hiPt(i) = tht(j) Vi, j € I,,, i.e., they have equakceived powers. FurthermoréziPt(i) < tht(j) Vi € I,
andvj € {I,, UL, UU}.

Using this solution structure, we now present a propositiat will enable us to derive a novel algorithm for finding the
optimal solution for VPG networks. We then show how this alpon can be used as a heuristic for AOM networks.

Proposition 5: For VPG MultiPTP networks, the optimal solution to (16) i€kuhat there is only one element in the

set{I,, U}, i.e., some users operate at the maximum-rate boundagrsatperate at the minimum-rate boundary, and

only one user operates at a rate in between these two boesdari

Proof. See Appendix D.

This optimal solution is intuitive and agrees with previguseported information theoretic results [38]; if there is
no constraint on the maximum rate, the system throughputaisimized while simultaneously satisfying each user’s
minimum-rate constraint only when the best-channel usallagved to transmit at a power larger than the one required
for it to achieveRmin. If there is a constraint on the maximum rate, allowing ohly best user to increase his power may
not achieve the maximum network throughput. The reasonaisthie best user cannot utilize any extra power beyond
the one required to achievéyax. Hence, the optimal policy will then be that some best-clkhnisers operate dmax
(without using Pmax), sSome bad-channel users operatéiat,, and at most one user operates at a rate that is between
Rmax and Rmin.

Based on Proposition 5, the optimal solution for VPG netwarétn be found by assigning raft,ax to the maximum
possible number of users such that the feasibility conifiz!) is not violated, and then assigning to the next best use
the maximum power at which (14) is satisfied with equalitye Details of the algorithm are as follows:

1) Assign ratelRmin Vi € I and check the feasibility condition in (14); if this conditiis not satisfied, then there is no

solution to this problem; otherwise go to the next step.

2) Assign rateRnax to the best user i, say userj, and check the feasibility condition in (14); if satisfieden set

I =1 — {j} and repeat this step; otherwise, go to the next step.

8The authors in [19] did not consider a minimum-rate constrdiowever, their results extend to the case wRggy, > 0.
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3) Find the maximum powerH,;;,cq) thatj can use such that (14) is satisfied with equality; the trassion power
of j is then given byP; = min{ Pujowed, Pmax} -

This rate/power assignment (RPA) algorithm gives an ogtsoaution for VPG. We now explain the intuition behind
using the same algorithm asheuristic for AOM. The main idea is to replace the objective functior{ig) by a slightly
different but related objective function, and then meashieeactual throughput under this new function. First, nbte t
in the case of AOM,f(R;), which was shown in Part (a) of Figure 4, can be well-appratéd by a second-degree
polynomial inR;, sayall%l2 + b1 R; + ¢1, which can be written a@zl(Ri +b2)% + cz) for some coefficientsq, by, ¢, bs,
andc,. Of course such an approximation has a higher fitting erram the posynomial fitting chosen earl(ére.,aRi?).
Let O; £ (R; + b2)%, Omin = (Rmin + b2)2, andOmax = (Rmax + b2)2, and replace the objective function in (16) by

> icr Oi. Then, the optimization problem becomes:

maximize ) O;
{O’hPt(Z)’ ZGI} il

subject to:
hiiPt(i) a10;+c . (18)
- > 4=t - Ve |
.EIZ{ i} hJ"iPt(J)"‘Pthermal W
jer—{1
0 < P < Prax, Viel
Omin < Oi < Omax, Viel

This formulation has a similar structure to the one of VP®cS8IRPA finds the optimal solution to VPG, it can also find
the optimal solution to (18) andc, are constants that do not affect the optimization algorjthimis means that RPA
can be used to maximi2e),; (R; + b2)?. The powers and rates that maximizg, (R; + b2)? are not necessarily equal
to the ones that maximize_,.; R;. However, we expect them to be close. In this sense, RPA casdikas a heuristic
method to maximizé _,_; R;. The simulation results in Section IV show that based on Hkisristic, AOM provides

significant performance advantages over VPG.

V. PERFORMANCEEVALUATION
A. Smulation Setup

In this section, we evaluate the performance of AOM and eaitit with that of VPG [19]. Our results are based
on numerical experiments conducted using MATLAB. Our perfance metrics include the service tim®Y, the sum

N X i i .
of users rates, and the average energy consumption pdtpjtdefined a }'Vzlg. Note thatF, is a more significant

i=1 14

measure than the average transmission power. In fact, iiskeading to compare the average transmission power of

two systems that transmit at different data rates, as theofdsansmitting a certain number of bits depends on both the

(ZZI\;1 Ri)2

transmission power and the rate. In some cases, we alsotbiithyoughput and energy fairness indekes= Ny N R
i=1"Y

9At the optimal solution for the first objective function, aers have thsame service timeS (see Proposition 3).
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(=X, (P/R))’
N (Pi/Ri)?’
the “equality” of users allocation of throughput. If all usgyet the same amount of throughput, then the fairness isdex

andig = respectively [20]. The fairer the system, the higher aesvidues ofl andg. Ir measures

1, and so the system is 100% fair. As the discrepancy in thmouigincreasesr decreases. A scheme that favors only
few users has a fairness index close to zdie measures the discrepancy in the amount of energy each westsnin
delivering one bit of information. Typically, a system dg®er would like this per-bit energy to be equal for all users t
extend the lifetime of users’ batteries. To simulate thendeagains, we assume the two-ray propagation model with a
path loss factor of 4. Note, however, that the problem foatioh does not depend dow the channel attenuation matrix

is generated, i.e., any other fading model can be used. Taleb@andwidth of the system (i.e., the chip rate)lis= 1
MHz. We let Pyax = 20 dBm.

B. Point-to-Point Networks

In this scenario,NV transmitting nodes are randomly placed across a squareoéideagth 600 meters. For each
transmittery, the receiving node is placed randomly within a circle of radius 100 meters teatdéntered aj. Given
the location of theV receivers andvV transmitters, the channel attenuation the channel atienuaetween any pairs of
nodesi and; is computed using the the two-ray propagation model witnathtion factor equals tb The matrixH is
then formed with entries;;. Whenever the solution set is empty for the generéfele., Rmin cannot be achieved for all
users), a new set of transmitters and receivers are randggnbrated. The maximum-rate constrdiifax is chosen such
that the modulation orde¥/ used in VPG is equal to 16, which is th@nimum M used in AOM. For this experiment,
we let Rmin = Rmax/100.

Number of || Scheme Minimize Max S; Maximize )" R;
Node Pairs S Ey Y R; Ey Ir | Ig
(V) (sec) | (microjoules/bit) || (Mbps) | (microjoules/bit)
20 VPG 73.6 1.86 1.83 1.09 0.50 | 0.21
AOM 25.5 0.45 2.08 0.96 0.58 | 0.30
30 VPG 137.5 0.58 2.57 1.17 0.47 | 0.51
AOM 69.3 0.34 2.94 1.02 0.55 | 0.58
TABLE |

PERFORMANCECOMPARISON BETWEENAOM AND VPG IN PTPNETWORKS.

The performance of AOM and VPG is shown in Table I. The resarsreported foV = 20 and N = 30 based on the
average ofl00 independent realizations of the mat#k For the first objective function, (i.e., minimizing the nirgxam
service time), all nodes are assumed to have 1 Mbits of ddtiaodgh a randomly generated workload is more practical,
the choice of equal workloads is meant to facilitate theuision. ForV = 20 and N = 30, AOM achieves a reduction

in .S by 65.4% and 50%, respectively, while simultaneously acghgeabout 75% and 42% energy savings, respectively.
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The reason for this considerable improvement can be exqaaas follows. From Proposition 3, we know that at the
optimal powers and rates, all users have the s&m8ince users have the same load (1 Mbits), the optimal soligi
when all users transmit at trsame rate. This rate must be chosen to accommodate the worstiehaser (i.e., lowest
SNR). AOM, as Figure 4 shows, has a significant performanearddge over VPG dow SNR values; thus providing a
smaller service time and a much lower energy consumptiamRG.

For the second objective function (i.e., maximizing the safrusers rates), the optimal solution in PTP networks is
unknown; however, to provide a feeling of what the AOM impment is, we let all users transmit@t,x, and compute
the corresponding optimal rates using (17). For bdth= 20 and N = 30, AOM achieves about 15% increase in
throughput, 13% saving in energy, and about 16% improveimdntrelative to VPG. The improvement ifg; for N = 20
is particulary significant (about 42%). Such an improvemsnustified by noting that AOM achieves a significant
throughput gain for low-rate (low-SNR) links, sometimesdsvthat of VPG, but provides little gain for high-rate links

This has a negligible impact on throughput, but has a sigmifiampact on/g.

C. Multipoint-to-Point Networks

In this section, we conside¥ transmitting nodes that are randomly placed within a sqaega of length 200 meters.
The common receiver is placed at the center of the squaren@ie location of the nodes, the channel attenuation matrix
H. Similar to the PTP case, whenever the solution set is enopthé generated/, a new set of transmitters is randomly
generated. The results are obtained based on the averageé wfdependent realizations of the matfix

For the first objective function, the workload at each traittemis selected randomly betweérand 20 Mbits. As
before, Rmax is chosen such that the modulation ordérused in VPG is equal tb6. Figure 5 depicts the performance
of AOM and VPG for the first objective function. Part (a) of thgure depicts the service timgversusN. It is shown
that asN exceedsl0, AOM achieves considerably lowet than VPG. For example, wheN = 50, S under AOM is
only 45% ofS under VPG. It is also shown thatunder both AOM and VPG increases with This is expected since as
N increases, the multiple access interference (MAI) alsteg®es, and users are forced to transmit at lower rateshwhic
increases their service times.

Note that for VPG, the5-versus/ curve is approximately linear, while for AOM, the slope obtlturve decreases
slightly with . This can be explained by examining (15). The RHS of (15) @seltol, as Pyermal IS typically very
small. In the case of VPG (L;/S) = pueqli/S, WS/ Lipweq > 1, and so the LHS of (15) can be well-approximated
by ‘”—b?q Yicr Li = ‘”—;qN Lave, WhereLg,,. is the expected value df;. This explains whyS increases almost linearly
with N. For the AOM casef(Li/S) = a(L;/S)® for some coefficients > 0 andb > 1. It is easy to show that
the S-versusA curve can be approximated By~ ¢N'/°, for some coefficients > 0. Thus, its derivative (or slope)
decreases wittV.

Part (b) of Figure 5 depict&;, versusN. It shows that in addition to reducing the service time, AOthiaves a

significant energy saving over VPG. For example, o= 50, AOM energy expenditure is less than 40% that of VPG.
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Fig. 5. Performance of AOM and VPG based on the minimizatidth® maximum service time in MultiPTP networks.

Next, we study the impact of increasidgherma ON the service times. Figure 6 showsS as a function ofPhermal
for N = 30. The workload is generated as in Figure 5. For all value®#gfimas AOM consistently shows a good
improvement over VPG. For both AOM and VPG, howevestarts to increase exponentially whBferma exceeds-60
dBm. The reason is that at this valuBherma becomes comparable to the maximum received powers for thaahel
users. Hence, the SNR of the users deteriorates signifjcanatlising a fast drop in their rates, and a corresponding

dramatic increase if.
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Fig. 6. Service time5 of AOM and VPG in MultiPTP networks as a function Bfhermat

In the case of the second objective function (i.e., maxingzhe sum of users rates), we set the maximum modulated
bit rate Z to W/5. As before, Rmax is chosen such that the modulation orderused in VPG is equal to 16 (i.e.,
R,,/R = 4), s0 Rmax = W/20. Part (a) of Figure 7 depicts the throughput performanceugN for three different
values of Rmin (Rmax/50, Rmax/100, and zero). Recall that the used RPA algorithm is optimaMBG , but is only a

heuristic for AOM, so the results in Figure 7 represent a loamind on the achievable gain of AOM over VPG. Several



observations can be made based on this figure.
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Fig. 7. Performance versu$ under the throughput maximization criterion for MultiPT&tworks.

First, AOM achieves considerably more throughput than V@G, for Rmin = Rmax/50 and N = 50, AOM achieves
about 30% more throughput than VPG. This is because for ameipallocation vector, AOM enables higher rates
than VPG. Second, in the casesRfin = Rmax/50 and Rmin = Rmax/100, asN increases, the throughput for AOM
increases, while the throughput for VPG decreases. Thidbeaxplained as follows. For VPG, &5 increases, more
bad-channel users are required to operat®.at. To enable this, other (good-channel) users must decreasgbwers
(and consequently their rates) to reduce the MAI. The irsea the total throughput due to a higher number of bad-
channel users doewt offset the decrease in the throughput of the good-chanmesug herefore, the overall effect is
a slight reduction in network throughput. This is not theesdsowever, for AOM. Simulation results indicate that the
increase in the total throughput due to more bad-channes isshigher than the decrease in the throughput of the good-
channel users. This can be justified as follows. Unlike VPGNMAuses higher OM orders at low data rates and thus
requires much less SNR than VPG to achiéig,. Thus, good-channel users dot need to reduce their powers (and
their rates) considerably to accommodate the new usersaitie reduction in the throughput of the good-channel users
is not considerable (when compared to the VPG case). Thalbedfect is a slight increase in network throughput. The
throughput of AOM increases witly until the RPA is unable to find a feasible solution.

Another observation is that a8, increases, the throughput for VPG decreases, while theighput for AOM
increases. So the throughput gain of AOM over VPG goes up Righh. This can be explained as follows. Increasing
Rmin tightens the constraints (i.e., reduces the solution gpacel this results in a lower throughput whenever RPA is
optimal. This is exactly what happens in the VPG case sinck iRBptimal for VPG. But since RPA ikeuristic for
AOM, we conjecture that its performance becomes closerdamfitimal one afm, increases, and so the throughput
increases.

The last point to note about Figure 7-(a) is that i, = 0, both AOM and VPG are almost linear. The reason is
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that whenRmin = 0, RPA allocates powers only to good-channel users until 8teork “saturates,” i.es; users are
assignedRmax and only one user is assigned the rest of the power such thpis($atisfied. Adding more users has no
impact once (14) is satisfied.

As in the PTP case, the throughput advantage of AOM over VR@Gesowith energy savings. Part (b) of Figure 7
depicts the energy consumption of AOM and VPG as a functiaN ébr Rmin = Rmax/50. This figure shows that AOM
achieves a significant energy saving over VPG (up to 25%).

Next, we study the fairness properties of AOM and VPG. Paraga (b) of Figure 8 depicir and Iz, respectively,
as a function ofV (recall that the fairer the system, the higher are the vadtfidg and/z). The results are foRmin =

Rmax/50. It can be observed that relative to VPG, AOM can impréyeand I up to 21% and 30%, respectively.

T T T T T T T T T T T T
—6— AOM O AOM
—— VPG —+— VPG
1 1k

x
5
£ 3
ﬁ 0.8F E 0.8
£ 2
K g
= 0.6 ‘F  06f
3 i
= >
=L =2
O o4 2 o4
= L
'_

021 0.2f

0 i i i i i i i i | | 0 i | i i i | i i | |
0 5 10 15 20 25 30 35 40 45 50 55 0 5 10 15 20 25 30 35 40 45 50 55
Number of Transmitting Nodes Number of Transmitting Nodes

(@) (b)

Fig. 8. Fairness versu¥ under the throughput maximization criterion for MultiP T€tworks.

Finally, we study the effect of varying the minimum procegsgain (PG) by varyingRmax. We fix Rmin in this
experiment al?’/500. Figure 9 shows the performance of AOM and VPG as a functiathe@fminimum PG. It can be
observed that the sum of rates decreases as the PG increaseshf AOM and VPG. This agrees with the previous
intuition that reducingRmax tightens the solution space, and so decreases the achiewaohom. Furthermore, it not

difficult to notice that RPA favors higher values Bf,ax.

V. CONCLUSIONS ANDOPEN ISSUES

In this paper, we investigated the potential performanaesgat using adaptive orthogonal modulation (AOM) in mul-
tirate CDMA networks. We showed that, relative to a varigiecessing gain (VPG) system that uses fixed orthogonal
modulation (OM) order, AOM can significantly increase théwwek throughput while simultaneously reducing energy
consumption. We studied the problem of optimal joint rad@fer control for AOM-based systems under two objective
functions: minimizing the maximum service time and maximigthe sum of users rates. For the first objective function,

we showed that the optimization problem can be formulated @& P, which can be transformed into a nonlinear convex
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Fig. 9. Throughput in MultiPTP networks as a function of thimimum processing gain (varied throu@timax).

program, and be solved optimally and efficiently. In the aafdbe second objective function, we obtained a lower bound
on the achievable gain of AOM over fixed-modulation scheniédike previous work on adaptive transmission, which
have focused mainly on cellular networks, ours is applieablboth PTP and MultiPTP networks.

In PTP networks, our results show that, when compared widdf@M order VPG schemes, AOM can achieve more
than 50% improvement in the service time and, simultangpusbre than 40% reduction in energy consumption. In
MultiPTP networks, we derived a simple algorithm for findihg optimal powers and rates for VPG, and explained the
intuition behind using that algorithm as a heuristic for AO®Ur results show that the achievable throughout gain can be
up to 30% compared to VPG. Furthermore, AOM achieves more4b& reduction in the service time relative to VPG.

In our analysis, we let the modulation ordef to take real positive value. However, in realifyf is restricted to a
finite set. Our future work will focus on studying the impa€testricting M to a finite set of values.

AOM s still a newly explored area of research. Several emgles remain to be addressed, including finding the
optimal solution for maximizing the sum of rates for AOM in MIBTP networks, the optimal algorithm for maximizing
the sum of rates for VPG and AOM in PTP networks, and closedi-fapproximations to the optimal solutions. In
addition to solving for these theoretical limits, our fieuwvork will focus on how to integrate these algorithms within

current wireless networks protocols.

APPENDIX
A. Geometric Programming

Letxq,...,z, ben variables inRT, and letx & (1,...,2zy). Afunction f is called aposynomial in x if it can be
written in the formf(z1,...,z,) = Ele cpr{* g . xtnk wherec, > 0 anday, € R. If K =1, thenf is called a

monomial function. A GP is an optimization problem of the form [8]:
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T;n'?gyﬁe Jo(x)
subject to:
fi(x) <1, i=1,...,v (19)
gi(X) =1, i=1,...,u
z; > 0, t=1,...,n
wherefy, ..., f, are posynomial functions angd, . . ., g, are monomial functions. A functiofi is ageneralized posyn-

omial if it can be formed by the addition, multiplication, poséi{fractional) power, or maximum of posynomials [7]. A
GGP is an optimization problem of the form (19), whége. . ., f, are generalized posynomial functions and. . ., g,

are monomial functions.

B. Proof of Proposition 2

def

This proof is by contradiction. Denote the assigned poweis @ates by the vector®;, and R, whereP; =
(Pt(l), e ,Pt(N)) andR &£ (R1,...,Ryn). Let (P?,R°) be the optimal power and rate allocation that optimize (7),
i.e., max;cy {%} < maxicy {}Lz_} for any feasiblgP;, R). Given (P¢, R°), suppose that one of the equalities, e.g.,
themth link, in the first constraint in (7) is not satisfied, i.e.,

o(m) 0
o 7 > {Bn) (20)

o(4)
Yjer—{my himPY + Pihermal w

The LHS of the first constraint in (7) is a strictly increasifumction of Pt(i) and is a strictly decreasing function of
Pt(j) for ;7 # 4, while the RHS is a strictly increasing function &f. Hence, there must be some power decrement
—AP < 0 for link m and some rate incrementR > 0 for all the links, that makes the allocati¢i®}’, R*'), where

pY = (pPW . ptmD petm) _ aAp prmt)  pP™)y andRY = (RS + AR,...,R% + AR), a feasible
solution to (7). That s, the following inequalities ardlsgatisfied unde(Pg',R"'):

R (P2 — AP) _ (R, + AR)

_ 21)
o) < ) (
Yier—gmy him P + Pthermal w

hiiPtO(i)
S ser—ti—tmy Dt PP + b (PP — AP) + Pyyormal

S T AR e 22)

- w

Under(Pg", RO'), we havemax;c {ﬁ} < maxjer {é—} This is a contradiction to the optimality assumption
thatmax;cr {%} < maxjes {}%} for any feasiblgP;, R). Therefore, the assumption that there is a link that does not

satisfy the equality of the first constraint in (7) can not toeet
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C. Proof of Proposition 3

This proof is by contradiction. Denote the optimal powerd aates by the vectorP?, andR°, respectively, i.e.,
maxig{}%—;} < InaXZE[{ }for any feasible(P;,R). Supposanaxig{é—;} > minig{é—%}. Assume that the
transmission time of thenth link is the minimum among all users, i.e%T;z = mingey {Ig—} The LHS of the first
constraint in (7) is a strictly increasing function Bf") and is a strictly decreasing function B’[(j) for j # 4, while
the RHS is a strictly increasing function &f;. Hence, there must be some power decremefdP < 0 and some
small rate decrement AR; < 0 for link m, and some small rate incremefitR, > 0 for all the other users, that
makes the allocatiofP?, R®'), whereP¢ = (P°V, ... prtm= petm) _ ap pee D pr™)y andRY =
(RY+ ARy,...,R),_| + ARy, R, — ARy, R}, | + ARy, ..., R}, + ARy), afeasible solutlon to (7). That s, under
(P¢',R”), the following inequalities are still satisfied:

o(m) o
P (P, e - AP) > f(RmWAR1)7 (23)
dojer—{m} him P, + Phermal
hiiPtO(i)
2 jer—{i}—{m} hyi PP9 + hni(PY™ = AP) + Pipermal
> SR OR) o p (24)

- w
The small rate variations iR’ is in the sense thag2%7- < max;c/— {m} {ﬁ&b}. Under (P, R®'), we have

max;ey {Ig—;@} = maXjcs_{m} {IL%—;@} > maX;er— {m} {ﬁ} = max {maxiel_{m} {RO-%LARQ} LmAR1 } This
is a contradiction to the optimality assumption thaix;.; {RO} < max;er { } for any feasiblgP;, R). Therefore,

it must be thainax;e; {}Lz—} = mine; {%}

D. Proof of Proposition 5

Consider two networks!t and B. Network A hasv; elements in/,, , v (Wherevy > 1) elements in/,,, one element
in U, andvs elements inl,,, wherel,,, I,,,, U, andl,, are as defined in Section IlI-B. Such allocation of powers and

rates adheres to the optimal structure proved in [19]. N&kw® hasv; elements in/,,, only one element in the set

!

o £ {I,,JU}, andws elements in,,. Our goal is to show that netwotk always has a higher throughput than

Consider networl3. Utilizing (17), and assuming thd&nermaiis small compared to the MAP, the throughput of this

network is:
w hoPy

Tp=uvR R ——r——
B = V1fimax + V3fimin + —— ireq U1Pr5 + ngv; )

(25)

whereh,, and P, are the channel gain and transmission power of the singheegieof I, PP is the received power of

V2!

elements in,,, P’ and is the received power of the elementgin

10This assumption is quite reasonable in CDMA networks [47].
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For network 4, the transmission powers are different, and so is the MAkr&fore, users id,, must increase or
decrease their powers so as to attain their ratas,) and to fulfill their BER constraints. The new received posver!
must be such that the SNR of users/jn in network A is the same as their SNR in netwakk Similarly, users in/,,

must increase or decrease their power£t9 to maintain the same SNR. For the SNR of userg,jnto stay the same,

the following must hold:

I _
(i = )P + 03P + Y hiPy
J€l,
P

) 26
(01 — )P + 0P + T (26)
Itis quite easy to verify that if,”} = a Pl andP = aP2, wherea = Zja;z h; P; [ h, Py, then (26) will be satisfied.
It can also be shown that the same valuex@ésults in equal SNR of users ip, for networksA and B. Having decided

the values of’} and 3, we are now able to express the throughput of netwbds:

T4 = v1 Rmax + v3Rmin+
w h; P;
preq <~ v Py +vsPi 4+ Y. P
el jeL, —{i}

(27)

The first two terms in (27) and (25) are equal, so to determinetier? 4 is bigger or lesser thahy, we only need to

consider the last term in each equation. To this end, weeliVid last term in (27) by the one in (25), and g = a Py

D [v1 P} +vs P3| hi Py
= 7 hiPj
. . €T, |0y PYL s B3 b, P2 s h; P;
andP;’A3 = aP,?g; thus, after some manipulation, we obtain: 2 B B ! Zje,;a hj Pj jelyy 007
< z ’ hi P; = ZiEILQ b =1
ZEIU2 ZjEI/:,Q h; P; E]EI:Q h; Pj

Thus, T4 < Tp. So far, we have shown that there is only one user that is tipgrat powerP, that is higher than the
minimum power required to achievén,, but we have not showwhich user is that. It is not difficult to see thdis

in (25) is an increasing function of the received power (g P,). Hence, the best channel userlin- {I,, } must be

chosen to operate &,, so the order of that useris + 1.
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