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Abstract— Providing quality of service (QoS) guarantees
over wireless links requires thorough understanding and
quantification of the interactions among the traffic source,
the wireless channel, and the underlying link-layer error con-
trol mechanisms. In this paper, we account for such inter-
actions in an analytical model that we use to investigate
the delay distribution and the packet discard rate over a
wireless link. In contrast to previous studies, our analysis
accommodates the inherent autocorrelations in both the traf-
fic source as well as the channel error characteristics. An
on/off fluid process is used to model the arrival of packets
at the transmitter. These packets are temporarily stored in
a FIFO buffer before being transmitted over a channel with
a time-varying and autocorrelated service rate. Using fluid
analysis, we first derive the distribution for the queueing
delay at the transmitter. As part of this analysis, we solve
a fundamental fluid problem, namely, the probability distri-
bution for the workload generated by a 2-state fluid source
over a fixed time interval. We then use the delay analysis
to derive the packet discard rate at the receiver (a packet is
discarded when the maximum number of retransmissions is
reached). A closed-form expression for the effective band-
width subject to a delay constraint is provided as a function
of the source, channel, and error scheme parameters. This
expression enables fast assessment of the bandwidth require-
ment of real-time traffic over QoS-based wireless networks.
Numerical results and simulations are used to verify the ad-
equacy of the analysis and to study the interactions among
various system parameters.

Index Terms — Wireless networks, QoS, delay distribution,
fluid analysis, packet discard rate.

I. INTRODUCTION

Future broadband wireless technologies are expected to
provide a flexible service platform that can support real-
time multimedia applications with stringent quality-of-
service (QoS) requirements. To provide this support at
affordable cost and without disturbing the performance
experienced by already established connections, the net-
work must execute a connection admission control (CAC)
algorithm, which determines the admissibility of a prospec-
tive connection under the given QoS requirements and the
available network resources. The CAC decision is made
based on predictive knowledge of the expected QoS per-
formance and the required resources for the new connec-
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tion. Since this decision is to be made online during the
connection establishment phase, it must rely on analytical
techniques that quantify the QoS measures of interest in
terms of the known system parameters. While the above
QoS problem is well known and has been extensively stud-
ied in the wireline domain, its wireless counterpart seems
to be much more challenging due to the need to explicitly
consider the time-varying channel characteristics and the
impact of the underlying link-layer error control mecha-
nisms on the network-layer QoS performance.

Two classes of link-level error control are commonly used
to improve the performance over the wireless channel: au-
tomatic repeat request (ARQ) and forward error correction
(FEC). In general, ARQ is used to deliver data requiring
high reliability, whereas FEC is more suitable for delay-
sensitive traffic. Recent studies (e.g., [4], [15], [32], [23],
[29]) suggest that hybrid ARQ/FEC, also known as hybrid
ARQ, might be more appropriate for a wireless network
that carries traffic with diverse characteristics and QoS re-
quirements. For instance, data connections with relaxed
time constraints can use ARQ, while voice and video con-
nections that require low delay, delay jitter, and minimal
packet loss may need a combination of FEC and ARQ with
time-constrained retransmission [3]. For the sake of gener-
ality, we consider in our work a generic hybrid ARQ/FEC
technique with separate CRC (cyclic redundancy check)
and FEC codes.

Several studies have been conducted on the QoS issue
in wireless networks at both the connection and packet
levels (see [27], [5], [24], [8], [26], [21], [19], [34], among
others). Levine et al. proposed the shadow cluster con-
cept and used it in studying CAC in a wireless network
under a guaranteed call dropping probability [21]. In [9]
the authors investigated the bandwidth reservation prob-
lem under handoff dropping constraints. In [20], [28] the
authors advocate a different philosophy to QoS provision-
ing by means of source-rate adaptation and dynamic band-
width allocation. Capone and Stavrakakis investigated the
region of supportable QoS vectors expressed in terms of the
packet dropping probability [5]. Their work, which focused
on unbuffered services, provided insight into the resource
management aspects for handling diverse QoS constraints.
Lu et al. [24] proposed a fair scheduling algorithm for wire-
less networks that takes into account bursty and location-
dependent channel errors. Although their work identified
many practical issues, it did not address the interaction
between packet scheduling and error control. Throughput



and delay guarantees in the presence of channel contention
were provided in [7], [25] but without accounting for chan-
nel errors and packet losses during transmission. In [16] we
presented a framework for analyzing the QoS performance
over a wireless link and used it to investigate the packet loss
rate due to buffer overflow at the transmitter. The same
framework will be used here to investigate the packet delay
distribution and the packet discard rate at the receiver.

Contributions and Paper Organization

In this paper, we analyze the packet delay performance
over a wireless link. In contrast to previous studies (e.g.,
[17], [1], [12]), our analysis accommodates both the inherent
correlations (i.e., burstiness) in the arriving traffic and the
time-varying characteristics of the radio channel. Both as-
pects are known to have profound impact on the queueing
performance. To account for traffic burstiness, we repre-
sent the arrival process at the transmitter by a two-state
(on-off) fluid process. As for the channel, we capture its
time-varying behavior via a two-state (Good/Bad) Markov
model, where each state is associated with a given bit error
rate (BER). Our channel model is a generalization of the
Gilbert-Elliot model [13], [10] for which the two states take
their extreme behaviors (i.e., the BERs for the Good and
Bad states are zero and 0.5, respectively). We assume a
generic hybrid ARQ/FEC scheme with separate error de-
tection and correction codes. Under the above setup, we
derive the cumulative distribution function for the packet
delay. From a practical standpoint, our analysis can be
used to provide fast assessment of the QoS performance
for online CAC, which otherwise cannot be provided by
simulation techniques. In practice, one is often interested
in determining the required bandwidth subject to given
QoS requirements. For that we provide a closed-form ex-
pression of the wireless effective bandwidth subject to a
delay constraint. We use our theoretical results to study
the impact of and the interactions among various system
parameters and to provide some guidelines on the appropri-
ate selection of these parameters. In arriving at the packet
delay distribution, we solve a fundamental problem in fluid-
based mathematical modeling, namely the distribution for
the workload that is generated by a two-state Markovian
source over a fixed interval of time. From the delay dis-
tribution, we derive the packet discard rate at the receiver
under limited retransmissions. This QoS measure is impor-
tant for delay-sensitive applications that can tolerate some
degree of packet loss but that require prior quantification of
this loss to be used, for example, in designing appropriate
error concealment mechanisms. By combining the packet
discard rate with the buffer overflow rate at the transmit-
ter (which was analyzed in [16]), one can obtain the total
packet loss rate over a wireless link.

The rest of the paper is organized as follows. In Sec-
tion II, we describe the wireless link model. Analysis of
the delay performance is provided in Section III. The wire-
less effective bandwidth is investigated in Section IV. In
Section V, the packet discard performance is analyzed. Nu-
merical results and simulations are reported in Section VI,
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followed by concluding remarks in Section VII.

II. WIRELESS LINK MODEL
A. Problem Formulation

We consider the wireless link model shown in Figure 1.
This model was first used in [16] to study the buffer over-
flow rate at the transmitter. In here, we use it to evaluate
the delay performance and the packet discard rate at the
receiver. According to this model, the total channel capac-
ity is shared among several mobile hosts (MHs), each of
which is guaranteed a fraction of this total capacity. This
is done, for example, by periodic slot assignment in a Time
Division Multiple Access (TDMA) system or by using a
weighted fair queueing (WFQ) algorithm [24]. In this case,
packets generated from or destined to different MHs are
often stored in different queues, which for the purposes
of this paper can be studied separately. Hence, we focus
on the traffic between the base station (BS) and a MH in
either direction of the transmission. At the transmitter,
incoming packets are temporarily stored in a FIFO queue
before being passed to the underlying link layer. The link
layer implements a generic hybrid (Type-1) ARQ/FEC er-
ror control scheme in which the CRC code is applied first
to a packet followed by FEC (i.e., the input to the FEC
coder consists of the original packet plus the CRC code).
We assume strong CRC code so that the probability of not
detecting a packet error is practically zero. In contrast,
only a subset of packet errors can be corrected by FEC.
In such an ARQ/FEC scheme, the purpose of FEC is to
reduce the number of retransmissions, which would pos-
sibly improve the delay performance (as demonstrated in
this paper). For simplicity, we ignore the protocol over-
head of the MAC layer. We also assume, as often the case
[12], that the feedback (ACK/NACK) messages are well
protected by FEC so that no retransmissions are needed
for these messages.

At the receiver, the reverse decoding process is applied.
If after CRC decoding a packet error is detected, the re-
ceiver sends a negative acknowledgement (NACK) back to
the transmitter, triggering a packet retransmission. We
impose a limit N; on the number of packet retransmis-
sions. Once this limit is reached, the packet is discarded
at the receiver, irrespective of its error status. We refer
to the percentage of discarded packets due to the imposed
retransmission limit as the the packet discard rate (PDR).
Both the delay performance and the PDR will be obtained
as functions of the source, channel, and error control pa-
rameters.

B. Queueing Model

We now describe the queueing model that is used to ana-
lyze the delay performance over a wireless link. This model
was first formulated in [16], where it was used to obtain the
queue length distribution and the buffer overflow probabil-
ity at the transmitter. In this model, the incoming traffic
at the transmitter is represented by an on-off fluid process
with peak rate r. The on and off periods are exponentially
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Fig. 1. Wireless link model.

distributed with means 1/a and 1/8, respectively. As for
the channel, it is represented by a two-state Markov modu-
lated model that alternates between Good and Bad periods.
Such a model has been widely used in the literature as a
first-level approximation of slowly varying fading channels
[8] (see [33] for a discussion of more general Markov channel
models). The BERs during the Good and Bad states are
given by P, and P, respectively, where P,y < P,. The
durations of the Good and Bad states are exponentially
distributed with means 1/4 and 1/+, respectively.

The FEC capability in the underlying hybrid ARQ/FEC
mechanism is characterized by the triple (n, k,v), where n
is the number of bits in a code block, k is the number
of information bits in a code block, and v is the maximum
number of correctable bits in a code block. In here, a block
corresponds to a fixed-size link-layer packet. Note that n
depends on both k£ and v. The FEC code rate is defined
by e = k/n. Conditioned on the state of the channel, we
assume that bit errors are independent. Accordingly, if the
channel was in the Good state during the transmission of
a packet, then the probability that this packet will contain
an uncorrectable error is given by:

> (5

j=v+1

P., = ) Pi(1— Py W

A similar expression applies to F.p, the probability of a
non-correctable packet error during Bad channel periods,
but with P, replacing Pe,.

Following the discussion in [16], the service model in the
underlying queueing system can be approximated by a two-
state fluid process, where each state is associated with a
“service rate” that corresponds to a channel state. In this
context, the service time of a packet refers to the total
time needed to successfully deliver an information packet
to the destination, i.e., it includes all retransmission delays
plus the extra time needed to send the FEC parity bits.
We assume that the feedback message arrives back at the
transmitter before the start of the next transmission slot
of a particular MH. Let ¢ (in packets/second) be the error-
free channel bandwidth that is allocated to the MH, and
let ¢, and ¢, be the service rates that correspond to the

Good and Bad states, respectively. Then,

l_Pcz' .
ci=c-e-< ’>, for i € {g,b} (2)

1-3&

In (2), the code rate e accounts for the FEC over-
head. This overhead reduces the effective service rate ob-
served at the output of the network buffer. The term
(1- Pc]?'i’) /(1 —P.;) is the mean number of retransmissions
when the channel is in state i. The appropriateness of the
above fluid approximation will be verified in Section VI.

It is easy to see that the evolution of the queue length
in the above model is governed by a four-state embed-
ded, continuous-time Markov chain with state space S =
{(0,9),(0,b),(1,9),(1,b)}, where 0 and 1 denote the off and
on states of the traffic source, and g and b denote the Good
and Bad channel states. In [16] we obtained the queue
length distribution for this system and used it to study the
packet loss rate due to buffer overflow. In the present work,
we start with our previous results in [16] and proceed to
derive the distribution for the packet delay. Throughout
the paper, matrices and vectors are boldfaced.

Let 7s(xz) be the CDF of the queue length when the
system is in state s at steady-state, s € S, and let
TI(z) 2 [ mo,(2) 7os(x) mie(x) mip(x) ]. Following
a standard fluid approach (e.g., [2]), we have

() = ) aiexp(ziz)¢s 3)

4, 2; <0
where a;’s are constant coefficients and the pairs
(2i,¢;),i =1,2,- -, are the eigenvalues and the left eigen-

. — AL
vectors of the matrix MD™'; D = diag[—cg, —Cp,r —
Cg,r—cp) is the drift matrix and M is the generator matrix
of the underlying Markov chain:

—(B+9) J B 0

_ ¥ —(B+7) 0 B

M= a 0 —(a+d) 6
0 a ~ —(a+7)

Closed-form expressions for the a;’s, z;’s, and ¢;’s were
provided in [16]. The packet loss rate due to buffer overflow
is given by

Gz)=1-II(z) -1 (4)



. A
where 1 is a column vector of ones. Let w =
[wo,y wop w1,y wip] denotes the stationary probabil-
ity vector of the Markov chain; w satisfies w - M = 0 and
w + 1 =1, resulting in

— 1 [
(a+B)(0+7)

III. ANALYSIS OF THE DELAY PERFORMANCE

ay ad By B ]. (5)

We now derive the delay distribution in the above queue-
ing model. In typical fluid models (for example, the
ones used to analyze the performance at an ATM multi-
plexer [11]), the service rate is constant, making it straight-
forward to obtain the delay distribution from the queue
length distribution. For example, if the channel has only
one service rate ¢ that corresponds to one BER (i.e.,
static channel), then Pr[delay < ] is simply given by
m1(¢t)(a + )/ (the probability that the queue length as
seen by an arrival is < ét), where 71 (.) is the queue length
distribution when the source is in the on state. However, in
our case the channel characteristics are time-varying with
two service rates. This makes the delay analysis quite non-
trivial since the amount of time that it takes to drain the
backlogged traffic seen by an arriving atom of fluid varies
depending on the channel state.

Let ¢(t) be the service rate at time ¢t. We define the
steady-state accumulative service over a period 7 by

t+7

C(7) £ lim c(u)du

t—o0 t
Let D be the delay experienced by an atom of fluid at
steady-state. The channel state at time ¢ is denoted by
h(t) € {g,b}, where ‘g’ and ‘b’ denote Good and Bad states,
respectively. Then,

Pr[D < 7] = Pr[C(7) > Q] .
~ dr;
:;ém ZIQ]( )as ©
[ e (22)

+PMMﬂ2d(““(§}m ()

where @ is the queue length as seen by an arrival at steady-
state; 7;(x) = Pr[@ < z, system is in state i], 4 € S; T is
the throughput; and C;(7), i € {g,b}, is defined by

A
CZ' (7') =

lim
t—o0

t+7
{ / ¢(u)du conditioned on h(t) = z} .
¢

In obtaining (7), we made use of the fact that in a fluid
system, 7;(z) = A\;m;i(z)/T, where )\; is the source arrival
rate in state i (in our case, A; = 0 or r) [2]. Hence, ra(z)/T
represents the fraction of the flow that arrives at the queue
when its content is < z. For an infinite-capacity buffer, the
throughput T is given by:

T =r(wig +wp).

(8)
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In order to evaluate (7), we need to determine Pr[C;(7) <
z], for i € {g,b}. Essentially, the problem is equivalent to
determining the distribution for the workload that is gener-
ated by a two-state fluid source over a fixed interval of time
7. Let Ly(7) and Ly(7) be the accumulative sojourn times
for the Good and Bad channel states during an interval of
length 7:

t+7

A
Lin(s)=iy ds,

L,’(T) = lim

1=g,b
t—o0 Jy
where 1} is the indicator function. In Markov theory, the
random process {L;(7) : 7 > 0} is known as the occupation
time process for state 4 [30]. For a given 7, Ly(7) (Lp(7))
represents the portion of the 7 interval during which the
process is in the Good (Bad) state.
The accumulative service C(7) can be written as
C(1) = cqLyg(T) + cpLp(7),

0 < Ly(r), Ly(r) < 7. (9)

Since 7 = Ly(7) + Ly(7), C(7) can be expressed as

C(7) = cqLy(7) + (T = Ly(7)) = ¢o(7 = L (7)) + oL (7).

(10)

Thus, for c;7 <z < ¢7
Pr[C(r) > 2] = Pr[Ly(r) > == 27| = Pr[Ly(r) < 2T =2
Cg —Cp Cg —Cp
(11)

Note that ¢;7 < C(7) < ¢,7. For a two-state continuous-
time Markov chain, the conditional CDFs for the occupa-
tion times Ly(7) and Ly(7) were obtained in [30, page 384].
For s < 7, we have

Pr[L,(1) < s/h(0) = g] = i o (@) W

(0 6E) GH)
> (1)) -9
:e(aﬂ)ri%zn:( kﬁl
S(Ee-nT

And for s = 7, we have Pr[L,(7) = 7|h(0)
a similar way, the probability Pr[Ly(r) <
s < 7 is given by:

M

=g]=e%. In
s|h(0) = b] for

B =e Gy "

n!

)& -5

Pr[Ly(7) < s|h(0) =

'i<kﬁ1

k=1

n=1

) 2(

]
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And for s = 7, Pr[Ly(r) = 7|h(0) = b] = e 7. The
above expressions along with (11) can be used to obtain
Pr[Cy(7) > z] and Pr[Cy(1) > z]:

r — CpT

Pr[Cy(1) > 2] =1—Pr [LQ(T) < |h(0) = g] =

Cg — Cp

e GES (W) ()

;k (1 )xa-nr (12
Pt[Cy(r) > 2] = Pr [L,,(T) < cggf_ cfl h0) = b] _

_(5+7)TT; (’Y;L'!)” kgl ( , ﬁ 1 ) <%>k—1

S (1) 13

T—CpT

where x = Z==25-. The expressions in (12) and (13) in-
volve triple sums, with index in the outer sum ranging from
n = 1 to co. However, we found that this sum converges
quite rapidly with almost no change in its value for n > 30.
Furthermore, the computational time can be significantly
reduced by observing the duplicate computations in the
last sum for consecutive k’s.

Substituting (12), (13), and the derivative of (3) in (7),
and after some manipulations, we arrive at the following
result, whose proof is given in Appendix A.

Proposition II1.1:

Pr[D <7]= %(m,g(cﬂ) +71,5(cyT))

e D" S~ n ) (1)
—ze ;(rﬁ—l)!;( k-1 ) (5)

. Z(cg - Cb)TZ a3; € (i + 1;n + 25 25(cy
o] n n k—1
T e g _(07) no\ (@
tre T;(n+1)!k:1 k-1 ) \5

E _ Cb § a eZJ CpT

— Cb)’l')

i=k
-<I>(n—z—|—1,n—|—2,zj( Cg — Cb)T) (14)
where for i =1,...,4, aj; S a;jzjPji; Pj; is the ith element

of the jth eigenvector; the sums with index j are taken over
{j : z; < 0} (the zero and negative eigenvalues); and the
function ® is defined by

A = (2)g 2"
®(z;y;2) = Zy—k_
k=0
with (@), =ala+1)---(a+n—1).

IV. WIRELESS EFFECTIVE BANDWIDTH SUBJECT TO A
DELAY CONSTRAINT

From a traffic engineering standpoint, one is often inter-
ested in determining the minimum amount of bandwidth
that is needed to ensure a desired level of performance.
This quantity, which is known as the effective bandwidth,
is central to service provisioning and admission control in
QoS-based packet networks. Extensive research has been
conducted on the effective bandwidth in wireline networks
(e.g., ATM multiplexers) subject to a packet loss constraint
(see [6] and the references therein). Under the same loss
constraint, the effective bandwidth has recently been stud-
ied for transmission over a wireless link (i.e., variable ser-
vice rate) [16], [6]. In this paper, we investigate the effective
bandwidth over a wireless link subject to a delay constraint.
More specifically, we define the wireless effective bandwidth
as:

2 min{c|c satisfies Pr[delay > t] = ¢}

(15)
where ¢ is the service rate and the pair (¢,€) reflects the
target delay guarantee. We now obtain ¢* in terms of the
source, channel, and error control parameters.

In general, a closed-form expression for the effective
bandwidth cannot be obtained without approximation. A
common approximation is to express the queueing perfor-
mance in terms of the dominant eigenvalue, z*, of the un-
derlying fluid system. This approximation becomes exact
as the buffer size goes to infinity. In [16] we showed that in
the underlying model, the nonzero eigenvalues, including
z*, are given by the roots of a cubic polynomial. Hence,
a closed-form expression for z* is readily available. The
same conclusion can be arrived at differently, and perhaps
more concisely, by following the development in [6]. To
elaborate, let {A(t) : ¢ > 0} be the accumulative on/off
arrival process and let {C(t) : t > 0} be the accumulative
service process. Then, for a stable system, z* is the unique
positive solution of the following equation [6, Page 299]:

Au(z) +Ac(=2) =0 (16)

where A4 and A are the Gértner-Ellis limits for {A(¢) :

t > 0} and {C(t) : t > 0}, respectively (defined as A 4(z) 2
lim sup,_, ., t~! log E[exp(zA(t)] and analogously for Ag).
Since the service process can be treated as a negative-flow
arrival process (with input rates —c, and —cp), both limits
are readily available as special cases of the Gartner-Ellis
limit for the two-state fluid source (Equation 9.186 in [6]).
Thus,

>
N =

Aa(z) (—a—ﬂ+rz+\/(a+ﬁ—rz)2+4ﬂrz)

(17)

Al

Ac(z) = 3 ((’y +06) + (¢g + cp) 2+

\/(7 +0 = (cg +¢5)2)* — 4(cgerz® — 7Cp2 — 5Cbz)> (18)



Substituting (17) and (18) in (16), and after some algebraic
manipulations, it can be shown that (16) reduces to the
same cubic equation in [16], with one of the roots being z*.

Having obtained z*, the packet loss and packet delay
probabilities over the wireless channel are approximately
given by:

G(.’L‘) é Pr[Q > .’L‘] — e—z*:c
€= Pr[delay > t] = eho(=2z")t

(19)
(20)

Our interest here is in (20). Given € and ¢, we proceed as
follows. First, we manipulate (20) to arrive at an expression
for z* in terms of the channel parameters (v, 4, ¢g, and ¢p)
and the delay constraint (¢, €). The resulting expression
is then substituted for z in (16), noting that Ac(—2z*) =
loge/t. Then by manipulating (16) we obtain a closed-form
expression for the effective bandwidth. Before proceeding,
we define the two parameters 7, and n:

1-P.; .
méci/c:e< : ), for i € {g,b} (21)

N,
1-P

Note that 7, and 7, do not depend on c. Let p £ loge/t.
Substituting (18) in (20), we obtain

() = 2=y )" = [(w 5+ 2cny +m))”

1/2
—4(02nbngz*2 + yngcz* + onpez™) ] (22)

Squaring both sides and rearranging terms, we arrive at
the quadratic equation:

724+ A2*+B=0 (23)
where
4 = 20 plngtm)
M MgC TgMbC
g - WHu(+9)
MgMbC?

In [18] we show that only the larger of the two roots of (23)
satisfies (20)!, i.e.,

1 1)
a1 {_1 _ 0 plng Am)
Ui Mg TlgTb

2 2
\/(1+£+u(ng+nb)) _4(u +u(v+5)>
M Tg Tlg™b Mgy
(24)

Now consider (16) with Ag(—2*) set to u. Substituting
(17) in (16), we have

% (—(a +B) +rz* +/(a+ B —rz*)? +4Brz*) =—p
(25)

!Equation (23) can possibly have two positive roots.
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Rearranging the above equation with the square root on
one side and squaring, we end up with

dp(p—a = B) =4r(B — p)z"

Replacing z* in the above equation by its value in (24), we
arrive at a closed-form expression for the effective band-
width subject to a delay constraint:

C* — T(/B - /J’) {
2u(p—a = p)

\/ (1 A
M g
(27)

Numerical results based on this expression will be provided
in Section VI.

(26)

p(ng + ) 4
TlgMb

T g

p(ng +nb))2 4 (u2 +u(7+5)>
Mg Mg

V. PACKET DISCARD RATE

As shown in Figure 1, a packet is discarded at the re-
ceiver when the number of retransmissions reaches its limit
N;. Such a limit is determined based on the due-date of
the transmitted packet. Let p(n|i) denote the probabil-
ity of n consecutive packet transmission failures given that
the channel was in state i at the time of the first transmis-
sion attempt, i € {g,b}. Observing the recursive structure
between consecutive transmissions, we can obtain the fol-
lowing relation:

p(nlg) = p(n —1|g) Py 4 (1) Pe,g +p(n —1|0) Py (1) P,y (28)

p(n|b) = p(n = 1]g) Pyg () Pep + p(n — 1|b) Py () Pep (29)

where P; ;(f),i,j € {g,b}, is the probability that the chan-
nel state changes from ¢ to j within £ amount of time. The
quantity ¢ corresponds to the turnaround time of the packet
transmission. The right-hand side of (28) accounts for the
event of a transmission failure during a Good channel state
followed by n —1 consecutive transmission failures, the first
of which occurs while the channel is in state ¢, for i € {g, b}.
The second equation can be explained in a similar way ex-
cept that the first transmission failure occurs during a Bad
state.

Rearranging the previous equations in a matrix form, we
have

[ p(nlg)

] — [ Pg,y@Pcyg Pg,b@Pc,y
p(n[b) B,

] [ p(n—1|g) ]
s Pey  Pyy(t)Peyp p(n —1(b)

(30)
with the initial conditions

[ p(1lg) ] _ [ P, ] |

p(1}b) Py

The probabilities P, 4 and P, were defined in (1).
Solving (30) recursively, we obtain the packet discarding

rate (pq):
Nl—l
Pg,g (ﬂPc,g Pg,b(ﬂpc,g ] [ Pc,g ]
Pc,b

Ppa = [ty W] [ Py ()P Pop(t)Pep
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where W, and w; are the steady-state probabilities that
the channel state is Good and Bad, respectively, as seen by
a packet at the head of the queue in its first transmission
attempt. Note that w; is different from w;. In particular,
w; corresponds to the fraction of the queued traffic that
is drained when the channel is in state 7. Since the buffer
drains continuously as long as the queue is non-empty, w;
is equal to the probability that the queue is non-empty
times the ratio between the service rate in state ¢ and the
throughput, i.e.,

. c

Wy = _Tg (wo,g — m0,4(0) + w19 —71,4(0))  (32)
. c

Wy = —jf (wo,p — Mo, (0) + w1 p — m1,5(0)).  (33)

As for the probabilities P; ;(t), 4,7 € {g,b}, they can be

obtained by using Kolmogorov’s equation [30]. Thus, we
have
Poe(t) 6+7 + 6+’ye (o
Pb o) = g5+ 5me (34)
ab(t) = 1= Py (t)
Pbg( ) = 1= Pyy(t).

Substituting the expressions in (33) and (34) into (31),
we obtain a closed-form expression for the packet discard
rate pq:

Proposition V.1:

pa = Wyl (a0 +ar (Pg,g(f)Pc,g + Pg,b(tA)Pc,b))
+ @y Py (a0 (1 + Py g(t)Pe ) + a1 Py p(£) Pe 4)35)

where
_ M TN
(%)) = )\1 _ )\2 (36)
/\JlVZ*l _ /\é\h*l
ay = ﬁ (37)

and \; 2 are the eigenvalues of the square matrix in (31).
That is,

P, (DP.. + Py()P., 1
na = DoaOFea L BuOFes o 1 (p, i,

]1/2

(38)
Proof. By matrix diagonalization, it is easy to obtain the
powers of the square matrix in (31).

+Pyp(£)Pep)” + 4(1 — Py y(t) — Pyy(£))PergPey

VL

In this section, we present numerical examples based on
our analysis and contrast them against more realistic simu-
lations. The main objectives of our simulations are to: (1)
verify the adequacy of the fluid-based approximation of the
traffic source and the retransmission mechanism, and (2)
check for any significant inaccuracies that may be caused
by the approximate computation of the delay performance
(recall that the exact expression for the delay distribution
involves an infinite sum that needs to be approximated).

NUMERICAL RESULTS AND DISCUSSION

The main differences between the analysis and the simula-
tions are as follows:

o The ARQ retransmission mechanism is simulated in
a realistic manner, whereby a packet is transmitted
repeatedly until it is received with no errors or until
it reaches the limit on the number of retransmissions.
Accordingly, in the simulations the service time of a
packet follows a Markov-modulated truncated geomet-
ric distribution (as opposed to a Markov-modulated
fluid process in the analysis).

o A finite-buffer capacity is used in the simulations, in
contrast to the infinite-buffer-capacity assumption in
the analysis.

e In the simulations, an integer number of packets is
generated during each on period. The size of each
packet (before the FEC overhead) is fixed at 53 bytes.
This means that the on periods are multiples of the
packet transmission time (in the analysis, the duration
of the on period can take any nonnegative real value).

For both the analysis and the simulations, we assume that
transitions between channel states occur only at the begin-
ning of a packet transmission slot (i.e., channel is slowly
varying).

In our experiments, we vary the BER during the Bad
state (P,p) and fix the BER during the Good state at P,y =
1076, We set the mean off period to ten times that of the
on period. In addition, we take the parameters related to
the wireless channel from [14]. We adopt Bose-Chaudhuri-
Hocquenghem (BCH) code [22] for FEC . Since we treat the
CRC code as part of the payload, the FEC code is applied
to 424-bit blocks (i.e., k = 424 bits). For each simulation
experiment, a sufficient number of independent runs was
conducted to ensure tight 95% confidence intervals. To
avoid cluttering the figures, we only plot the average values
of these runs. Table I summarizes the values of the various
parameters used in our experiments. For the parameters
¢, Py, v, and N;, their default values are shown in the
parenthesis.

Figures 2 and 3 are meant to validate the adequacy of
the analytical approximations by contrasting them with
more realistic simulations. Figure 2 shows the complemen-
tary delay distribution for three values of ¢ with P, =
1072,7 = 7, and N; = oco. The difference between the
analytical and simulation results is negligible in all cases.
It should be noted that in QoS-related performance stud-
ies, loss and delay probabilities are typically contrasted in
the orders of magnitude by which they differ (e.g., 10~*
versus 107°%). Differences that are, say, within a half an
order of magnitude are considered negligible from the QoS
performance standpoint.

The impact of the retransmission limit (N;) on the de-
lay performance is shown in Figure 3. A highly acceptable
agreement is observed between the analytical and simula-
tion results. As N; increases, Pr[D > t] also increases at a
fixed ¢t. This is expected since increasing N; extends the to-
tal retransmission time of a packet, which in turn increases
the packet service time and, consequently, the queueing de-
lay of other packets in the buffer. Note, however, that the
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| Parameter | Symbol | Value (default) |
Source peak rate r 1 Mbps = 2604.1667 packets/sec
Channel bandwidth c 100 — 8000 packets/sec (1000)
Mean on period 1/a 0.02304 sec
Mean off period 1/8 0.2304 sec
Mean Good channel period 1/6 0.1 sec
Mean Bad channel period 1/v 0.0333 sec
BER in Good channel state P., 10-8
BER in Bad channel state P, 1072 -107? (107?)
Number of correctable bits v 0—20 (7)
Maximum number of retransmissions N 1 — 0o (00)
TABLE I

PARAMETER VALUES USED IN THE SIMULATIONS AND NUMERICAL RESULTS.

10° 45 | 10
< ¢=800 (simulation) o
N . ¢=800 (analysis) * *
® T + ¢=1000 (simulation) F e
X * ¢=1000 (analysis) . RNy
10k %+ * ©¢=1200 (simulation) | 5 107 A ]
E —-- ¢=1200 (analysis) + j *
Sk + 4+ ¥ oy,
* + + 4 B
% + R
-2 N + > 5 + *
102k * 4 ~ E 107°E R 2N E
= + = + e
3 * + g T
B * + & + * o
s * + 3 + £
- * Ty & T
| i S| N 1
10 * + 10 h .
% . N;=1 (simulation) \ Ty
Sk e N=1 (analysis)
4 Do )
* 4 4 N,=6 (simulation)
wi * T ] N =6 (analysis) |
10 * + 10 ! ) ]
N % N‘:60 (simulation)
*» N _ N,=60 (analysis)
* N
*\
10° | | | | S 10° | | | |
0 0.1 0.2 0.3 0.4 05 06 0 0.1 0.2 0.3 0.4 05 0.6

t (sec)

Fig. 2. Complementary delay distribution for different values of c.

increase in Pr[D > t] with NN, is nonlinear; as IV, increases,
it starts to have less impact on the delay performance (com-
pare the difference between IV; = 1 and N; = 6 with the one
between N; = 6 and N; = 60). This trend can be justified
based on (2). While increasing N; increases the queueing
delay, is also reduces the PDR at the receiver. Thus, in
tuning NN;, one must take into account both the loss and
delay requirements of the connection.

Figure 4 depicts the effective bandwidth, computed us-
ing (27), versus v (the number of correctable bits per block)
for a target delay constraint Pr[delay > 0.1] = ¢, where
€ = 0.0001,0.01, and 0.1. A number of observations can be
made here. First, the use of hybrid ARQ/FEC with v > 0
in more effective from the standpoint of resource allocation
than ARQ alone (v = 0). In fact, for ¢ = 0.0001, the ef-
fective bandwidth at v = 0 is almost 45 times its value at
v = 8 (which happens to be the optimal code rate). The
gap tends to decrease as € increases. Second, FEC plays two
conflicting roles in the effective bandwidth computation.
Increasing the FEC capability reduces the average num-
ber of retransmissions per block, leading to higher good-

t (sec)

Fig. 3. Complementary delay distribution for different values of NVj;.

put (and thus, less required bandwidth). But this comes
at the expense of increasing the FEC overhead, which in
turn reduces the fraction of the channel bandwidth that
is available for information packets; therefore, increasing
the effective bandwidth needed to achieve a given level of
QoS. The confluence of the two factors is the reason for
the trend observed in the figure, where the effective band-
width decreases as v increases. This trend continues up to
a certain point, v*, that corresponds to the optimal code
rate. Beyond that point, the effective bandwidth starts
to increase, indicating that the FEC overhead starts to
outweigh its benefits. Third, for v > v* the increase in
the effective bandwidth with v is rather slow, which says
that it is sufficient to design the FEC encoder to operate
within some neighborhood of v*. This observation can be
used in hardware-based adaptive coding schemes, in which
the granularity for dynamically adjusting the code rate is
limited. One should not, however, undermine the relative
increase in the effective bandwidth when the encoder is
operating at a v that is significantly higher than v*. For
example, when € = 0.01, going from v* = 8 to v = 20 re-
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sults in 20% increase in the effective bandwidth. Note that
v* varies from one coding technique to another.

10°

Effective Bandwidth (packets/second)

Il
0 2 4 6 8 10 12 14 16 18 20
Number of Correctable Bits

Fig. 4. Effective bandwidth versus v for a target delay requirement
Pr[delay > 0.1] = e.

Figure 5 depicts the effective bandwidth versus v for four
different values of P, and for a target delay performance
of Pr[delay > 0.01] = 0.25. Varying P.; results in different
values for v*. This implies that different channel environ-
ments require different tuning of the FEC code rate if the
encoder is to operate at its optimal code rate. Interestingly,
as v increases, the effective bandwidth becomes less sensi-
tive to P (although in this regime, the FEC code rate is
non-optimal). So if in a given wireless environment, Pe
is hard to estimate accurately or is time-varying, the en-
coder can be tuned to operate at a sufficiently high FEC
code rate (at the expense of extra bandwidth), ensuring
a fixed level of delay performance for a constant amount
of allocated bandwidth (i.e., independent of the variations
in P,). It is interesting to note that when P, = 0.001,
¢* increases almost linearly with v. This can be justified
by taking the limit of (27) as P approaches P.g, i.e., the

channel is always Good. In this case, ¢* = % For

P., < 1,ny ~e=k/n. Also, for BCH code with k = 424,
n &~k + 9v [22]. Thus,
s T(H_IB) (1+9_U)
p—a—p k
which increases linearly with v.
Figure 6 shows the effective bandwidth versus the

target delay constraint e 2 Pr[delay > ¢] for t =
0.001, 0.005,0.01, 0.1 seconds and with v = 7. At a given t,
more bandwidth is expectedly needed to satisfy a more
stringent delay requirement, i.e., smaller e. Note that
the minimum value of the effective bandwidth (282 pack-
ets/second in this example) corresponds to the minimum
service rate satisfying the stability condition of the queue,
whereas its maximum value (3250 packets/second in this
example) is the one satisfying min{c|c;, > r}, in which case

(39)

107

Effective Bandwidth (packets/second)

0 5 10 15
Number of Correctable Bits

Fig. 5. Effective bandwidth versus v for different values of P.; with
Pr[delay > 0.01] = 0.25.

the queue is always empty. Considering that r = 2604.1667
packets/sec, it is worth noting that the wireless effective
bandwidth can indeed be greater than the source peak rate;
a situation that never occurs in wireline networks. The
reason behind this phenomenon is that the effective band-
width in the wireline case depends only on the source char-
acteristics, whereas in the wireless case it also depends on
the channel characteristics and the link-layer error control
scheme. Another interesting observation is related to the
shapes of the plots in Figure 6 at different values of . When
t is small, the effective bandwidth becomes more sensitive
to changes in € as € approaches one, while the opposite
behavior is observed when t is large.
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Fig. 6. Effective bandwidth versus € = Pr[delay > t].

In Figure 7 we examine the impact of employing a
two-state Markov channel as opposed to a static channel
(i-e., independent bit errors with one BER). For the static
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channel, the service rate is taken as mycy + mpcp, Where
[rg m] = [v/(v+0) §/(y+ 0)] are the steady-state prob-
abilities for the Good and Bad states. The figure depicts
Pr[delay > 0.5] versus P for two values of v (2 and 7) and
with the rest of the parameters set to their default values.
Several noteworthy remarks can be made here. First, for
small values of P, (e.g., Pep < 0.005), there is not much of
a difference between the two channel models. However, as
P, increases the delay performance under a 2-state chan-
nel model becomes worse than the one obtained under a
static channel. This says that for moderate to high values
of Py, the static channel model underestimates the delay
performance (since it makes sense to think that a 2-state
model is closer to a real channel than a 1-state model).
The reason behind this behavior is that when P, < 1,
1-PFP.p =~ 1—F.4 ~ 1, and the two service rates of
the 2-state model are almost equal (see (2)). In this case,
cg(mg + ) = ¢g & cp. As we increase Py, the difference
between ¢, and c; starts to increase, which consequently in-
creases the variance of the instantaneous service rate and
degrades the queueing performance. The point of depar-
ture between the two models depends on the value of v.
The larger the value of v, the smaller the values of both
P., and P.j, so a larger P,; would be needed to make
1 — P, distinctly less than 1 — P, 4, ~ 1. Another inter-
esting observation is related to the behavior of the delay
performance for very small and very large values of Pg.
In both regimes (and for both channel models), the delay
performance seems to be insensitive to the value of P,,. If
P, is very small, it is clear from the above discussion that
cg & ¢p & ce, which does not depend on P,,. On the other
hand, if P, is very large (say, Pep > 0.05), P. ~ 1, so that
¢y ~ 0 < ¢4, and the performance is mainly determined by
¢g, Tg, and my. Finally, as we vary P, the location of the
optimal v shifts accordingly, which explains the difference
between the results for v = 2 and those for v = 7.

10

T
—— 2-state Markov channel
— — 1-state static channel

10°F

Pr[delay > 0.5 seconds]
g\
@

107 4 E

10 - - - -~
10 10 10 10
P
eb

Fig. 7. Pr[delay > 0.5] versus P, for static and 2-state channel
models (v = 2 and 7).
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VII. CONCLUSIONS

In this paper, we presented an approximate, fluid-based
analytical model for a wireless link that implements a hy-
brid ARQ/FEC error control scheme with limited ARQ
retransmissions. We used this model to derive the packet
delay distribution at the transmitter and the packet dis-
card rate (PDR) at the receiver. In contrast to previous
studies, our analysis accommodated both the burstiness of
the arriving traffic at the transmitter and the time-varying
and autocorrelated characteristics of the radio channel. In
deriving the delay distribution, we obtained the distribu-
tion for the workload generated by a two-state fluid source
(with nonzero generation rates) over a fixed duration of
time.

The fluid approximation was a necessary simplification
that allowed us to obtain tractable queueing results. The
adequacy of this approximation was verified by contrast-
ing the analytical results against more realistic simulations.
We then provided a simple closed-form expression for the
wireless effective bandwidth subject to a delay constraint.
Our results were used to study the interactions among var-
ious channel and error control parameters and to assess the
impact of these parameters on the QoS performance. We
found that in most cases, the use of hybrid ARQ/FEC is
more beneficial from resource allocation standpoint than
ARQ alone. More importantly, FEC plays dual, and con-
flicting, roles in the effective bandwidth computation. The
confluence of these roles results in the existence of an op-
timal FEC code rate that produces the minimum effective
bandwidth over all possible code rates. We noted that the
effective bandwidth decreases rapidly as we increase v from
zero (ARQ only) to v = v* (optimal code rate). Beyond
that, the effective bandwidth starts to slowly increase with
v, indicating that the overhead of FEC starts to outweigh
its benefits. This slow rate of increase can be advanta-
geously used in designing adaptive hardware FEC coders
that allow for a limited FEC code-rate settings.

In addition to the code rate, the effective bandwidth also
depends on the channel parameters. However, we found
that as v increases beyond v*, the effective bandwidth be-
comes less sensitive to the value of P., (with the remain-
ing channel parameters fixed). This means that if one can
tolerate a small increase in the allocated bandwidth by op-
erating at a large, non-optimal v, then the QoS perfor-
mance can be determined independent of P.; (which may
be hard to estimate or is time varying). While the effective
bandwidth in wireline networks is known to lie between
the mean and peak source rates, we found that because of
its dependence on the error control and channel parame-
ters, the wireless effective bandwidth may even exceed the
source peak rate.

We also examined the impact of employing a two-state
channel model as opposed to a (one-state) static model. We
observed that depending on the value of P,;, three contrast-
ing behaviors are produced by the two models. In the low
range of P, (e.g., Pep < 0.001), both models give compara-
ble results that are insensitive to the value of P,,. However,
as P, increases and moves into its middle range (which
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is the one of most practical significance), the two models
behave differently, with the static model giving more op-
timistic results. The point of departure between the two
models depends on v; the larger the value of v, the greater
the value of P, at which the two models depart from each
other. Also, in this regime, the delay performance is quite
sensitive to the value of P.,. As we get into the high range
of Py (e.g., Pep > 0.05), the two models give different re-
sults but which are insensitive to the value of P,.

APPENDIX
I. PrOOF oF ProprosITION III.1
From (7), we have

CpT

PiD < 7] = 7. [ {PHCy(r) 2 i (o)

+ Pr[Cy(7) > z]f1 p(x)} do

CgT

+7 | ARG (1) 2wl (@) (40)
cyT
+ Pr[Cy(7) > z]f1 ()} do (41)
,
= p(mglest) +mp(csT))
+% { / Pr[C, (1) > a1, (z)de
CpT
+ / " PrCy(7) zx]ﬁl,b(x)daz}. (42)
. A dmy i(z) . .
where 7 ;(z) = =~ for i € {g,b}. Consider the first

integral in (42). By substituting for Pr[Cy(7) > z] from
(12), we get:

[ Py () 2 sy (@)ds = mag(err) — ()

bT
~ %) 1 s n n n ~ k—1
_e— 6+ il L
¢ Z1n!<cg_cb> Z<k_1)(5)
n= k=1
Z ( 7; ) / ’ (z — cpT) (cyT — )"y 4 (z)d.

i=k L

(43)

Now consider the integral in (43):

CgT X .
/ (@ — cp7)*(cqgm — )" 1 g (x)da = (cqT — cpT)"
CpT

cgT [
T —CpT
epr \CqT — BT

1
= (o7 — 7)™ / X (L= X)" 14 (e — ) + cyr)dx
(44)

r — CpT

) t1,(2)dz

CgT — CpT

where

A X — CpT
X= .
T(cg — Cp)

(45)

From (3), the ith element of the vector II(z) is given by
7TZ(.Z') = Z]‘ ajezfzcbji for i = 1, I ,4, where ¢ji is the ith

element of the jth eigenvector and the sum is taken over

{J + 2 <0} Thus, #3(z) = 32, a;j2;05€5% = 3, aj;e°%,
A .

where aj; = a;2;¢;;. By our convention, m 4(x) = m3(x).

Accordingly, the last integral in (44) reduces to

1
/0 X'(1=x)" "1,4((cg — co)TX + epT)dx =
1
Sasesnr [ - ety (46)
- 0
J

By the formula in [31],
1 . .
/ i (1—2)" % %dr = B(n—i+1,i+1) ®(i+1;n+2; 8)
0

where B(z,y) is the beta function given by

1>

T'(2)C(y)

B(z,y) T+ 1)

- /1 #U 1=t tde (47)
0

and ®(z;y;2) is the confluent hypergeometric function
given by

0 k
B(zy2) =Y (@ 2
: .
1 z
N / o1 (z — )1=r=Lgt (48)
Y 0

with (a), Sa(a+1)---(a+n—1) = Fg“a(t)n)'
Thus, we have

1
/ Xz(]_ _ X)n—iezj-(cg—cb)'rxdx —
0

(n —)l!

1) O+ 1;n+2;2i(cg — cp)T)

(49)
Now, (43) becomes
[P0y () 2 el g e = (maeg) = (7))

o RO (L) 6

n=1 k=1
" /n . chr(n—i)!i!
; ( i ) (¢q —Cb)TZj:asje )
B(i+ 1;n+ 25 2i(cyg — b)T) (50)
(o) = (6T
=T1,9(cgT) — m1,4(cyT) — € (0+7) Z
— (n+1)!
n n v\ k-1 n
> ( k-1 ) (5) Xto-ar
k=1 i=k
-Zagjezic”é(iJr1;n+2;zj(cg —cp)T). (51)

J
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In a similar way, the second integral in (42) reduces to
cgT
/ Pr[Cy(r) > alitry()de
CpT
oo n 5 k—1
— e (0+m)7
ey (k) (5)
n
— Z _ Cb Z a ezJ cyT
i=k
B(n—i+1; n+2 zj(cg — ¢p)T) (52)
Substituting (51) and (52) into (42), we have
Pr[D S 7'] = %(m,g(ch) + Wl,b(ch)) - %67(6+7)T

oo

S o ()@

g M

i=k 7
[

e EERELS)E)”

(cg — )T Za 5T ®(n —i+ 1;n+ 2; 2;(cq
i=k 7

This completes the proof.
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