Markov-based Channel Characterization for Tractable
Performance Analysis in Wireless Packet Networks*

Mohamed Hassan®, Marwan Krunz®, and Ibrahim Matta®
$Department of Electrical & Computer Engineering
University of Arizona, Tucson, AZ 85721

{mhassan, krunz}@ece.arizona.edu

88 Department of Computer Science
Boston University, Boston, MA 02215

matta@cs.bu.edu

Last updated: December 20, 2002

Abstract

Finite-state Markov chain (FSMC) models have often been used to characterize the wireless channel.
The fitting is typically performed by partitioning the range of the received signal-to-noise ratio (SNR)
into a set of intervals (states). Different partitioning criteria have been proposed in the literature, but
none of them was targeted to facilitating the analysis of the packet delay and loss performance over the
wireless link. In this paper, we propose a new partitioning approach that results in a FSMC model with
tractable queueing performance. Our approach utilizes Jake’s level-crossing analysis, the distribution
of the received SNR, and the elegant analytical structure of Mitra’s producer-consumer fluid queueing
model [16]. An algorithm is provided for computing the various parameters of the model, which are
then used in deriving closed-form expressions for the effective bandwidth (EB) subject to packet loss and
delay constraints. Resource allocation based on the EB is key to improving the perceived capacity of
the wireless medium. Numerical investigations are carried out to study the interactions among various
key parameters, verify the adequacy of the analysis, and study the impact of error control parameters
on the allocated bandwidth for guaranteed packet loss and delay performance.
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1 Introduction

Wireless networks are characterized by time-varying channels whose bit error rates (BERs) vary dramat-
ically according to the received SNR. Due to their mathematical tractability, finite-state Markov chain
(FSMC) models have often been used to characterize the BER behavior [1, 2, 3]. Typically, an FSMC
model is constructed by partitioning the range of the received SNR into a set of non-overlapping intervals
[0,71),[r1,72),...[TisTit1)s - - - [N, 00). Each interval is represented by a nominal BER, which in turn rep-
resents a certain channel quality. In our study, the selection of the thresholds r;, i = 1,..., N, and their
corresponding nominal BERs is done in a manner that leads to tractable analysis of the packet loss and
delay performance over the wireless link.

Several studies have addressed the modeling of the wireless channel through appropriate partitioning of
the received SNR [6, 7, 8, 9, 10]. In [6] a Markov model was presented based on experimental measurements
of real channels. To maximize the throughput while minimizing the probability of packet error, Rice and
Wicker [7] represented the time-varying channel by a FSMC model in which the thresholds r;,7 = 0,1,... N,
were obtained by counting the number of retransmission requests during the so-called observation or frame
intervals. In [8] a FSMC model was constructed by optimizing the system performance in the sense of
maximizing the channel capacity. By requiring all states to have the same mean durations, Zhang and
Kassam [9] employed a FSMC model for the Rayleigh fading channel. Using the Nakagami-m distributions
as the basis for partitioning, the authors in [10] characterized the dynamics of amplitude variations of time-
varying multi-path fading. They also built a FSMC model whose states represent the different intervals
of fading amplitude. None of the above models was designed to enable tractable analysis of packet-level
performance degradations. More specifically, the use of packet buffering at the transmitter side of a
wireless link introduces variable queueing delays and occasional packet loss (due to buffer overflow). Prior
assessment of such degradations is a key to providing QoS guarantees and to the design of online admission
control policies. Hence, a good model should not only reflect the physical characteristics of the channel,
but it should also facilitate analytical investigation of its performance.

A key problem in the design of wireless networks is how to efficiently allocate their scarce resources
to meet applications’ packet loss and delay requirements. Such efficient allocation can be achieved using
the concept of effective bandwidth (EB). In general, the EB refers to the minimum amount of network

resources (in bits per second) that if allocated to a given traffic flow would guarantee a certain level of



QoS (typically, in terms of the packet loss rate). The EB has been extensively studied for wireline packet
networks and has been widely accepted as a basis for connection admission control (CAC) and resource
allocation (e.g., [14, 18, 22, 26, 23, 25]). In [11, 15] the authors presented an analytical framework for
studying the packet loss and delay performance over a wireless link. Based on this framework, they derived
closed-form expressions for the EB subject to packet loss and delay constraints. The analysis, however,
was conducted under the assumption of a two-state FSMC channel model (a slightly more general version
of the Gilbert-Elliot model). Arguably, a two-state model provides a coarse approximation of the channel
behavior, and may not always be acceptable. In fact, as shown in this paper, a two-state model leads to
a highly conservative (and unnecessary) estimate of the EB. Therefore, the motivation behind our study
is to construct a multi-state FSMC model that lends itself to analytical investigation of the EB in the
wireless environment.

The main contributions of this paper are twofold. First, we devise a new partitioning approach of the
received SNR range that leads to an analytically tractable, multi-state Markov channel model. Second,
we use this model to derive closed-form expressions for the EB subject to either packet loss or packet
delay constraints. Such expressions can be instrumented in the CAC module at a base station of a cellular
network to determine online the admissibility of an incoming call request. Our numerical results indicate
that such use of the EB results in a significant bandwidth gain.

The rest of the paper is organized as follows. Section 2 presents our analytical framework. In Section 3
we present the adopted SNR partitioning approach. Section 4 provides the queueing model and the
corresponding wireless effective bandwidth analysis. Section 5 reports the numerical results. Finally,

Section 6 summarizes the results of this study and outlines our future work.

2 Wireless-Link Model

2.1 Preliminaries

Consider Figure 1, which represents a simplified representation of a wireless link. Arriving packets at the
transmitter are stored temporarily in a FIFO buffer, which is drained at a rate that depends on the state
of the channel at the receiver. Throughout this work, we refer to the draining (or service) rate when the
received SNR is r by ¢(r). After departing the buffer, a packet undergoes a strong CRC encoding followed

by partial FEC that allows for correcting only a fraction of packet errors. This hybrid ARQ approach



is often used to enhance the efficiency of the wireless link by minimizing the number of retransmissions.
In practice, the transmission path also includes packet and bit interleavers, possibly in conjunction with
multiple FEC encoders (e.g., outer and inner encoders). For simplicity, we do not directly account for the
impact of interleaving, but assume that such impact has already been incorporated in the FEC “box” in
Figure 1. In other words, this box could consist of multiple stages of encoding and interleaving.

In packet networks, a traffic source is often viewed as an alternating sequence of active and idle periods.
During an active period, one or more network-layer packets (e.g., IP datagrams) arrive back-to-back,
forming a burst (an active period). This so-called on/off model has the advantage of being able to capture
the bursty nature of various types of network traffic, including computer data, voice, and VBR video
[12]. Its appropriateness in analyzing the performance over wireless links was demonstrated in several
previous studies (e.g., [11, 13]). When a network-layer packet arrives at a transmitting node, it is typically
fragmented into fixed-size link-layer (LL) packets that are then transmitted over the wireless interface.
The sheer difference between the burst and LL-packet time scales makes it reasonable to separate the two
by adopting a fluid approximation of the arrival traffic. Such a decomposition approach, which has been
successfully applied in wireline networks [16, 18, 20, 14], allows us to emphasize the time scale of most
relevance to network-layer performance (e.g., packet loss rate and queueing delay).

Accordingly, we consider M incoming traffic sources, each of which is modeled as a fluid source with
exponentially distributed on and off periods. The means of the on and off periods are 1/a and 1/,
respectively. When the source is active, it transmits at a peak rate g. The channel is modeled by the
(N + 1)-state FSMC model shown in Figure 2. This particular structure of the Markov chain is chosen
because it lends itself to the queueing analysis of Mitra’s producer-consumer model [16] (to be described
later), which allows us to evaluate the packet loss and delay performance over the wireless channel and
compute closed-form expressions for the EB.

Let m; be the steady-state probability that the channel is in state i, ¢ =0,..., N. The FSMC stays in
state 7 for an exponentially distributed time with mean T;. It is assumed that bit errors within any given
state are mutually independent. For an FEC code with a correction capability of 7 bits per code block
(packet), the probability of an uncorrectable error in a received packet when the channel is in state i is

given by:
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where n is the number of bits in a code block, including the FEC bits, P.(r) is the BER when the instanta-
neous SNR is r (the form of P.(r) depends on the underlying modulation scheme), and 7; is the “nominal”
SNR value in state i (its calculation will be discussed later). The packet transmission/retransmission
process can be approximated by a Bernoulli process [1]. We assume that the transmitter always gets
the feedback message from the receiver before the next transmission slot, and a packet is retransmitted

persistently until it is successfully received. The nominal service rate in state i, denoted by ¢;, can be

approximated by the inverse of the mean of the geometrically distributed retransmission process:
¢ =ce(l-—PFP,), i=0,1,2,...,N (2)

where ¢ is the error-free service rate, e = k/n is the FEC overhead, and k is the number of information
bits in a code block. We take ¢y = 0 (the nominal service rate during the worst state).

Wireless transmission of continuous waveforms in obstacle environments is prone to multi-path fading,
which results in randomly varying envelope for the received signal. This randomness has been shown to
follow a Rayleigh distribution. In the presence of additive Gaussian noise, the instantaneous received SNR
r is proportional to the square of the signal envelope [5]. Accordingly, the SNR is exponentially distributed

with pdf:

pR(’I"):leP, >0 (3)

where p o E[r]. An important parameter that reflects the behavior of the SNR process at the receiver is
the level-crossing rate (LCR), defined as the average rate at which the signal envelope crosses a given SNR

level r. For the Rayleigh fading channel, the LCR at an instantaneous SNR 7 is given by [5]:

27r —r
L(r) =[—fme> (4)
p
where f,, = % is the Doppler frequency, w is the speed of the electromagnetic wave, v is the speed of the
mobile user, and f, is the carrier frequency. We assume slow fading with respect to symbol transmission
time. Furthermore, we assume that transitions between channel states take place only at the end of a

packet transmission. As mentioned before, the FSMC model that represents the time-varying behavior of



the Rayleigh fading channel will be obtained by partitioning the received SNR into N + 1 intervals (states).
Letrg=0<r <re<...<rny—1 <rny <7Tn+1 = o0 be the N +2 thresholds that define the partitioning.

The steady-state probability that the FSMC is in state ¢ is given by:

i+l ] —r —r; —Tit1
= —erdr=er —e » (5)
i P

2.2 Mitra’s Producers-Consumers Fluid Model

In this section, we briefly describe Mitra’s producers-consumers fluid queueing model [16]. This model
facilitates the analytical investigation of communication systems possessing randomly varying statistical
properties. According to this model, the fluid produced by M producers is supplied to a FIFO buffer that is
drained by N consumers. Each producer and consumer alternates between independent and exponentially
distributed active and idle periods. Let A~! and p~! denote the mean of the idle and active periods
of a consumer, respectively. When active, a consumer drains fluid from the buffer at a constant rate,
which is the same for all consumers. It is easy to see that the number of active consumers fluctuates in
time according to the Markov chain in Figure 2. In [16] Mitra analyzed the steady-state behavior of this
queueing system. We use his analysis as the basis to derive the wireless EB. In our wireless model, M
corresponds to the number of incoming ON/OFF sources at the transmitting node, while N corresponds
to the ratio between the nominal service rate when the channel is in the best state (state V) and the
corresponding service rate when the channel is in the second worst state (state 1). (recall that the nominal
service rate in state 0 is zero). In other words, one can think of the nominal service rate in state 1 as the
unit of bandwidth, and of N as the number of units of bandwidth that can be offered when the channel is
in the best state.

To analyze the packet loss and delay performance, we must first partition the wireless channel in a
manner that produces the same Markovian structure of Figure 2. In other words, we match the service
rate at the transmitter buffer to the total instantaneous consumption rate in Mitra’s model. This requires
that we choose the partitioning thresholds such that each state corresponds to a given number of active

consumers. Let 0(r) < C(E(CQ) be the ratio between the service rate at a received SNR 7 and its value when

the channel is error-free (note that c(0o) < ¢ due to the FEC overhead). We form a FSMC model based

on the requirement that in each SNR interval [r;, r;+1), there exists a point 7;, r; < 7; < 741, that satisfies



the following relationship:

i=01,...,N—1 (6)

Note that in the producer-consumer model, the consumption rate in state 7, ¢ =0,1,..., N, is ¢ times the
consumption rate in state 1. The BER that corresponds to #; is called the nominal BER associated with
state i. We set 0(7p) = 0(r¢) = 0 and 0(7y) = 0(c0) =1 (i.e., Ty = ry41 = 00).

When N = 1, the model defaults to the standard 2-state Gilbert-Elliot model with 6(7y) = 0 and

6(71) = 1, and no partitioning is needed. Hereafter, we concentrate on the case N > 2.

3 SNR Partitioning

It is easy to see that in the producer-consumer model, the steady-state probability distribution is binomial,

i.e.,

N §>i71 i =0,...,N 7
)W g .

For our wireless channel to fit the Markov chain in [16], the partitioning must be done so that no more
than one state falls in the “good” (BER close to zero) and “bad” (BER close to one) regions of the SNR
space, since either scenario will lead to an unrealistic number of states. This can be justified as follows.

Fori=1, ... N, 7; must satisfy (6). Selecting two states in the “bad” region implies that
L o(i) < 0(r) < 1
N 1 T2

which results in a very large N. Likewise, selecting two states in the “good” region will lead to:

where 0 < € < 1. Hence,

>1—c¢

which also leads to a large V.
To completely specify the underlying Markov chain, we need to determine N, ﬁ, and the thresholds

r1,72,...,7n. Our procedure for computing these quantities is outlined as follows. First, by equating (5)



and (7), we get an expression for NV in terms of 71 and % Using the level-crossing analysis and the structure
of the embedded Markov chain, we then obtain an expression for ﬁ in terms of r1 and rn. Combining
the obtained expressions, we can express N in terms of 1 and 7 only. Then, by selecting an appropriate
value for r, the value of the threshold r; can be obtained. After obtaining r1, the other thresholds can be
obtained recursively, as follows: The steady-state probability that the channel is in state i is given by (5),
from which and after obtaining the ith threshold r;, the (i + 1)th threshold can be obtained using the
following expression:

—r;

rit1 = —pln(e» —m), i=1,2,....N—2 (8)

The details of the above procedure are now presented. Let {X(¢) : ¢ > 0} be the (irreducible) Markov
process that represents the state of the channel. The time spent in any state s; is exponentially distributed
with mean T; = %. The parameter g; represents the total rate out of state s;. Consider states 0 and N in

Figure 2. The total rate out of state 0 can be approximated by the level-crossing rate (LCR) at 71, i.e.,

NX=L(r) = fme 7 (9)

Similarly, the total rate out of state IV can be approximated by the LCR. at ry:

Np=L(ry) =4/ 2”;N frue 7 (10)

Dividing (9) by (10), we get the following expression for ﬁ:

A
AL (11)
" TN pN

The above equation relates ﬁ, r1, and 7. We still need to relate N to these parameters. This can be done

as follows. From (7), the steady-state probability that the channel is in state 0 is given by:

T = ———% (12)

From (5) m is also given by:



(recall that 7o = 0). From (12) and (13), we have
-~
In (1 —e r >
N=——~_ /
A
I (1+32)

Similarly, the steady-state probability that the channel is in state N is given by:

() (%)

From (5), and noting that 7y o oo, Ty can also be written as

From (15) and (16), an expression for the ratio % in terms of r1, 7y, and N can be obtained:

RN
A B e » o
H 1—67;1

From (15), (16), and (11), we can write the following equation for mx:

Taking the logarithm of both sides, we end up with:

—ry

N N ln n 67: +1n (1 — e%)
P VN o=~

(14)

(15)

(16)

(18)

To explicitly express N in terms of r; and 7y, we replace % in (14) by its expression in (11). Equa-

tion (18) can now be solved to obtain r; provided that a suitable ry is chosen. Recall that by a suitable

rn, we mean a value that will not lead to the situation of two states both being in the good or in the bad

regions. By arranging the terms in (18), we arrive at the following nonlinear equations that can be solved



numerically for 7; and N (assuming that p and ry are already known):

Cry
flri,rn,N) = %VJern( :—;e:N)Jrln(l—e;l):o (19)
e P
ln(lesl)

__Tl 9
1n<1+ —;Q)
e P

In our analysis, we choose ry such that the service rate at state N is almost equal to the error-free service
rate (this depends on the relationship between the SNR and the BER, which in turn is dependent on the

modulation scheme). This is done by solving for ry in

O(ry) = Z Pi(rn)(1 = Po(ry))" ™ =1 —¢ (21)
=0\ j

where 0 < € < 1 is a predefined control parameter. In (21) the expression for P.(r) depends on the
deployed modulation scheme. Using the obtained 7y, we numerically solve (19) for r;. Then from r; and
ry we get N using (20). Figure 3-a depicts f(r1,7n, V) as a function of r for different values of ry (with
p =4). It is easy to show that as r; — 0, f approaches —oo. Since f is continuous in r1, a sufficient
condition for the existence of a solution for (19) in the range (0,7x] is that lim, ., f(r1i,7n,N) > 0.
This limit is given by

. _T_N _ —T‘N/p
rllLHrle(Tl’TN’N)_ ) —|—1n(1 e ) (22)

Accordingly, a solution for (19) is guaranteed to exist if 7y > pln2. This gives a lower bound on the value
of ry that is needed to ensure the existence of a solution. Part-b of Figure 3 depicts r; resulting from
the partitioning versus p for various values of ry. For a given ry, increasing p results in a larger r1, and
subsequently smaller N (the function 0(r) saturates faster). As shown in part-c of the figure, for a fixed
p, an increase in ry results in a decrease in r1. This, in effect, leads to a larger separation between r; and
ry on the SNR axis, and consequently to a higher N value.

The algorithm in Figure 4 summarizes the steps that are needed to obtain the parameters of the FSMC
model. Note that the procedure Parameterize-FSMC takes as inputs the parameters of the coding
scheme (n, k, 7), the modulation-dependent BER function P.(.), p, and €*. It returns the number of states

N, the partitioning thresholds r1, ..., 7y, and the nominal SNR values 71, ...,7y_1 (recall that ro =79 =0

10



and ry41 = Ty = 00).

Note that in step 9 of the algorithm if 0(r;) > i/N for some state ¢ € {1,2,..., N — 1}, then there
is no #; € [r;,rit1) for which 6(7;) = i/N, and the partitioning does not fulfill the requirements of the
producer-consumer model. If that happens, we decrement the value of N and repeat the computations
(intuitively, decrementing N increases the ranges of the various states, which improves the likelihood of

—r; —r;+1

finding appropriate nominal SNR values). The recursion in step 8 is obtained from m; = e » —e »

Note that the algorithm is guaranteed to return a solution, since for N = 1 the two nominal SNR values,

7o and 71, are given (the partitioning reduces to the two-state Gilbert-Elliot model).

4 Performance Analysis

4.1 Queueing Model

Once the parameters of the FSMC are obtained, we proceed to compute the queueing performance. The
underlying queueing model can be described by a (M + 1)(N + 1)-state Markov chain. The state space of
this chain is given by S = {(i,j) : i =0,...,M and 5 =0,1,2,..., N}, where a state (i, 7) indicates that
there are i active sources and the channel is in state j. Recall that the transition rates for the FSMC are
chosen such that the analysis in [17, 16] stays applicable.

The evolution of the buffer content follows the following first-order differential equation [17]:

dI1(x)
dx

D = II(x)M (23)

where M is the generator matrix of the underlying Markov chain, D is the diagonal drift matrix, and I

is the probability distribution vector for the buffer content, defined as:

H(m):[’ﬂo’o .o. TON TLO - 7T17N] (24)

7si(x) = Pr{Q < z, system is in state (s, 1)}

where @ is the queue length at steady state.
Throughout the paper, boldfaced notation is used to indicate matrices and vectors. The solution of (23)

is generally given by the following spectral decomposition:

11



II(z) = Z aje 7, (25)

2;>0
where a;’s are constant coefficients, and the pairs (z;,¢;), ¢ = 1,2,3,..., are the eigenvalues and left

eigenvectors of the matrix MD ™! (see [17, 16] for details).

4.2 Wireless Effective Bandwidth

Determining the effective bandwidth amounts to determining the minimum value of ¢ (the error-free service
rate before accounting for the FEC overhead) that guarantees a desired QoS requirement. In this section,
we determine the wireless EB subject to packet loss and delay constraints. The computation of this EB
has been performed in [11, 15] for the case of a two-state channel model. As we show later on, this results
in an unnecessarily conservative allocation of network bandwidth.

For the packet loss case, the QoS requirement is given by the (x,p) where Pr[@Q > z] = p. The

corresponding EB is defined by:

* def

Clpss — min{c that results in Pr[Q > z] = p} (26)
Similarly, in the case of the delay requirement, the EB is defined as:
Cdelay & min{c: that results in Pr[delay > t] = ¢4} (27)

where the pair (¢, €7) represents the delay constraint. Henceforth, we use ¢* to indicate either ¢} . or ¢, ay
depending on the context. We obtain both quantities in terms of the source, the channel, and the error
control parameters.

A common approximation for the EB, which becomes exact as the buffer size goes to infinity, is based

*

on the dominant eigenvalue, z*, in (25). Essentially, z* is the eigenvalue with the smallest positive real

part. In [14] it is shown that z* is the unique positive solution for the following equation:
Aa(2) + Ao(—2) =0 (28)

where A 4(z) and A.(z) are the Gértner-Ellis limits for the accumulative arrival process {A(¢) : t > 0} and

12



the accumulative service process {C(t) : t > 0}, respectively, defined as

Aa(z) € limsupt~ log Elexp(zA(t))]

t—oo

and similarly for Ac. Given z*, as the buffer size goes to infinity the probability distribution functions for

buffer overflow and packet delay are approximately given by [18, 14, 15]:

Glz)EPr[Q>a] = e#° (29)

Prldelay > t] = ¢ = eto(=5)t (30)

For an aggregate of M two-state sources, A4(z) is given by [14]:

M
Aa(z) = 5

(—a—ﬁ—l—az—l— \/(a—l—ﬂ—az)2—|—4ﬂaz) (31)
Recall that 1/« and 1/ are the means of the on and off periods of the incoming traffic flow, respectively,
and o is the peak source rate.

As for the multi-state service process, it can be viewed as a “negative-flow” arrival process, where each
consumer represents a fictitious flow with arrival rate that alternates between zero and —c¢q. Since the
N negative-flow sources are independent, Ac(z) for the total consumption process is given by (Lemma

9.2.1 [14]):

N
Ao(=2) d:efZAci(*Z) = NAg;(—2) (32)

where Ag,(—2) is the Gértner-Ellis limit for one consumer, and is given by:

Ag,(—2) & (—/\—,u—clz—l— \/(/\+u+clz)2 —4)\clz> (33)

DO | =

Using (28), (31), and (33), one can solve for z*. As shown in Appendix I, z* is found to be one of the
roots of a quadratic polynomial in z (hence, it is given in closed form).
Next, we compute ¢, . Let % ¢;/c = e/N = k/(nN). From (29), z* can also be written in terms of

def

the packet loss requirement (p,z) as z* = —lo% = £. Substituting (31) and (33) in (28) and setting z = &,

we arrive at the following equation:

13



M (~a—B+0¢+/(a+ B~ o) +480¢) +
N(—A—u—n£c+\/()\+u+nc£)2—4770\5) =0

Let Q be defined as follows:

(34)

i M (@ =B+ 06+ V@ T o€ +400€) ~ N (A + p)
- N

Note that €2 is not a function of ¢, hence can be treated as a constant with respect to c. Equation (34)

can now be written as:

Q—nfc—l—\/(/\+u+77£c)2—4n/\£c:0

Rearranging and squaring both sides of the above equation, we get

(@ —née)® = [(A+ p + née)® — AnA¢c] (35)

Solving for ¢, we obtain a closed-form expression for the wireless EB ¢j ., subject to a packet loss

constraint:

C* _ QQ - ()‘ + :u)Q
foss = 2me(u — A+ Q)

(36)

def

Next, we consider the delay case. From (30), we have Ac(—z*) = logTed = 0. Equating 9 to the value

of Ac(—z*) given in (32) and (33), we obtain

N

9= 5 <—)\ —p—nez* + \/()\ + p+nezt)? — 4n>\cz*) (37)

After some manipulations, the above equation can be expressed in terms of z*:

Z*_f—N2+19(A+u)

ne(¥ + NX) (38)

which gives z* as a function of the channel parameters and the delay constraint. Likewise, z* can be

expressed in terms of the source parameters and the delay constraint: Substituting 9 for Ac(—z*) in (28),

14



with A4(z*) replaced by its value in (31), we obtain

—(a+ ) +oz" + \/(oz + 0B —0z*)2 +4B0z* = =20/M (39)

which can be expressed in terms of z*:

o* — (40)

Equating (38) and (40), and solving for ¢ = ¢}, we get a closed-form expression for the wireless

effective bandwidth subject to a predefined delay constraint:

. oM@~ BM)(@+ N+ p))
Cdelay = Nn(@+ NXN) (9 — M(a+f))

(41)

5 Numerical Results

In this section, we provide numerical results obtained based on the previously presented analysis. A
modulation scheme needs to be specified in order to obtain the BER curve and the corresponding service
ratios. In our examples, we mostly focus on the binary phase-shift keying (BPSK) and the differential
phase-shift keying (DPSK) modulation schemes. For BPSK modulation with coherent demodulation, the
BER is given by:

P.(r) = Q(v2r) (42)

where r is the instantaneous received SNR and @Q(.) is the complementary error function. For DPSK

modulation, the BER is given by:

Pe(r) = (4?’)

In all of our examples, we let n = 424 and M = 1, and we use Reed-Solomon (RS) code for error
correction. We also take ¢ = 10719 and f,, = 50 Hz. Unless specified otherwise, we take p = 4 and
7 =5 (hence k = 414 for the RS code). The first two examples are intended to illustrate the partitioning
approach. The first example uses BPSK modulation. Following the algorithm in Figure 4, we first obtain
ry = 6.970. From this value, we obtain r; = 0.396 and N = 2.9397, which we truncate to three, i.e., the

channel is represented by a 4-state FSMC. We then recompute the values of 71 and A/u. The resulting

15



partition is given by:

(ro,r1,72,73,74) = (0,0.396,2.2284,6.97, 00)

with 6(7;) = i/3 for ¢ = 0,...,3. This partition is found adequate (i.e., it satisfies the service-ratio
criterion).

For the second example, we consider DPSK modulation. In the first pass, we obtain ry = 6.6520,
r1 = 0.4425, and N = 2.7935. Setting N = 3, we find that the resulting partition does not satisfy the
required service ratios. Hence, we decrement N and recompute the calculations. For N = 2 the partition
is given by:

(ro,71,72,73) = (0,0.4975, 6.6520, 00)

with 0(7;) = i/2 for i = 0,1,2. This partition is found to be appropriate.

Figure 5-a depicts 0(r) versus r for three different modulation schemes (BPSK, DPSK, and FSK).
Their contrasting behavior indicates that the channel partitioning is dependent on the modulation scheme.
Figure 5-b depicts 0(r) versus r for different values of 7 with BPSK modulation. It can be noted that the
larger the value of 7 (stronger FEC code), the faster 0(r) approaches its asymptotic value, leading to a
smaller value of N. As shown later, a larger N implies higher bandwidth allocation efficiency (less EB for
a given QoS constraint). So one should always try to use the maximum possible N subject to the ability to
enforce the requirements of the producer-consumer model. The impact of the choice of 7y on N is shown
in Figure 6-a for different values of p (r; fixed at 1.0). It can be seen that there exists an “optimal” value
for r at which N is maximized (and as shown later, the EB is minimized). Figure 6-b shows the variation
of N as a function of r; for different values of p with ry fixed at 9.70. From Figures 6-a and 6-b, it is clear
that NV depends on the separation between the thresholds 7 and rx (recall that for a given p, increasing
ry results in a smaller r1). Figure 6-¢ shows the effect of p on N. It is observed that as p increases, so does
N, suggesting the possibility of using p as a means of controlling N (since p can be controlled by adjusting
the signal power at the transmitter).

Next, we study the impact of our channel partitioning approach on EB-based allocation subject to either
a packet loss or a packet delay constraint. For brevity, we only show the results for BPSK modulation. The
source parameters are set to o = 2604.1667 packets/second (about 1.1 Mbps when using 424-bit packets),
a1 = 0.02304 seconds, and 8~ = 0.2304 seconds. Unless noted otherwise, the results are obtained based

on the previously described BPSK example with default parameter values for f,,, 7, and p. We vary most
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of the remaining parameters and examine their impact on the EB.

Figure 7 depicts the impact of IV on the EB. In theory, the channel partition, and subsequently the
values of A and p, depend on N. However, in order to isolate the effect of N and gauge its impact on the EB
separately from other factors, we fix A and p at their values in the BPSK example (with N = 3). For both
the packet loss and delay cases, it is clear that for a given QoS constraint the EB decreases dramatically
with an increase in N. This corroborates our intuition of the conservative nature of the popular two-state
Markov channel model. For example, by using four states (N = 3) instead of two, ¢} ., subject to a PLR
of 1079 is reduced by almost 40% (and by 46% from the source peak rate). The reduction in the EB can
be explained by the fact that characterizing the channel with a larger N reflects its error characteristics
more accurately, and hence leads to more efficient allocation.

Figure 8 depicts the effective bandwidth as a function of the PLR constraint p using different buffer
sizes (x) with N = 3. The figure shows that even with a small buffer, typical PLR requirements (e.g.,
107% to 1073) can be guaranteed using an amount of bandwidth that is less than the source peak rate.
The significance of our EB analysis is that it allows the network operator to decide beforehand the amount
of resources (buffer and bandwidth) needed to provide certain QoS guarantees. A reduction in the per-
connection allocated bandwidth translates into an increase in the network capacity (measured in the number
of concurrently active mobile users). Figure 9 depicts a similar behavior for the delay case. In fact, the
reduction in the required bandwidth is even more pronounced in this case.

Figure 10 depicts the wireless effective bandwidth versus the number of correctable bits (7) for the
delay and PLR cases. As 7 increases, the EB decreases up to a certain point 7 = 7%, which one may
call the “optimal” FEC. Beyond 7* the trend is reversed (i.e., the overhead of FEC starts to outweigh its
benefits).

Figure 11 demonstrates the impact of mobility on the effective bandwidth for the delay case (t = 2
seconds, N = 3, and f, = 1.9 GHz). A change in the mobile speed (v) affects the Doppler frequency f,,
which in turn affects the level crossing rate L(r). While L(r) directly impacts the values of A and p, it does
not impact the ratio A\/u. Hence, the channel partitioning is not impacted by v. Interestingly, the EB is
sensitive to v for small values of v. As the mobile speed exceeds a certain threshold, v barely impacts the
EB. In this case, the channel becomes fast varying, stabilizing the amount of resources needed to ensure a

specific level of QoS.
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6 Conclusions

In this paper, we presented a new approach for partitioning the received SNR range that enables tractable
analysis of the packet loss and delay performance over a time-varying wireless channel. This approach
is based on adapting a multi-state embedded Markov channel model to Mitra’s producer-consumer fluid
model, which has known queueing performance. Our analysis exploited several properties of a slowly-
varying wireless channel, including its level-crossing rate and the Rayleigh distribution of the signal en-
velope. We provided an algorithm for iterative computation of the various partitioning thresholds and
the “nominal” BERs for the various states. We then investigated the wireless effective bandwidth sub-
ject to packet loss and delay constraints. Closed-form expressions were derived for the EB in each case.
Besides capturing the channel fluctuations, our analysis also accommodates the inherent burstiness in the
traffic through the use of appropriate fluid source models. Numerical examples showed that the allowable
number of states (/V) in the Markovian model depends on the underlying modulation scheme, the average
SNR, and the separation between the thresholds 1 and ry. The larger the value of NV, the higher is the
channel efficiency (in terms of the EB). This observation establishes the true impact of the paper, as it
demonstrates the conservative nature of the widely popular two-state model. The provided closed-form
expressions for the EB can be used as part of admission control and service provisioning in cellular wireless

packet networks.

Appendix

Dominant eigenvalue z*

According to [14], z* is the unique positive solution of (28). Replacing A4(z) and Ac(—=z) in (28) by their

expressions in (31) and (32), respectively, we obtain:

%(—a—ﬂ—l—az—l—\/(a—l—ﬂ—az)2+4ﬂaz> =

(44)
-4 (—)\ —p—c1z+ VA +p+cz)? — 4)\012)

After some straightforward algebraic manipulations, the above equation can be reduced into a cubic poly-

nomial in z:
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Z(A222 + A1z + Ao) =0 (45)

where

Ay = 0*(N/M)crB— o2 (N/M)3X+ (N/M)2cio(Ao — Ber) (46)
Ay = B0+ NE(N/M) + (N/M)B [0* (A + ) — cro(a+ )] (47)
+ At (N/M)? [er(a+ B) — o(X + )] (48)
—2e10(N/M)?* [uB + Mo + B)] (49)
Ay = (a+ B+ p)(Aer(N/M)* — BoN/M) (50)
+ (N/M)? Aer(a + B) = Bo (A + p)?)] (51)

Clearly, z = 0 is one of the solutions to (45). The other two solutions, denoted by z; and zy, are given
by the roots of the quadratic polynomial in (45). Note that for a stable system, at least one of these two

roots must be positive. Hence, if 213 < 0, 2* = 2. Otherwise, if both roots are positive, z* = min{z1, 22}.
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for i=1,..., N -1
if 0(r;) <i/N, continue
else /* partitioning is not appropriate */
set N=N—1
ifN=1
return 2-state GE solution
else goto step 5
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Figure 4: Algorithm to calculate the parameters of the FSMC model.
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