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Abstract— As wireless networks continue to grow, users will be demand
ing more service diversity and differential quality-of-sevice (QoS). At the
packet level, differential QoS is met by means of schedulingof channel
access. Several algorithms have been proposed for packehsduling over
the wireless link. The main consideration in the design of tese algorithms
is the characteristics of the wireless channel. Previous wks used a two-
state Markov model to characterize the channel and design thecheduling
algorithm. This coarse approximation can lead to a consideable amount of
inaccuracy in the expected user performance, i.e., when inemented un-
der realistic channel conditions the algorithm may not perbrm as expected.
In this paper, we propose a scheduling algorithm and an ass@ted MAC
scheme that enable operation under realistic channel contibns. We use
an N-state Markov model to characterize the channel, whereV > 2. The
channel characteristics are incorporated into the schedar through the use
of future channel estimates, making the scheduler more immue to chan-
nel variations. Our scheme allows foradaptiveFEC, whereby the code rate
varies according to the forecasted channel state. Companss between the
proposed algorithm and Wireless Fair Service (WFS) [6] shovthat the pro-
posed algorithm gives better results in terms of both throuput and delay,
while preserving the fairness characteristics. It is alsotsown that the pro-
posed algorithm is more stable under variations in mobilityand network
load. Furthermore, by being able to significantly reduce thenumber of re-
transmissions, the proposed algorithm makes better utiliation of the chan-
nel bandwidth and reduces the energy consumed in delivering packet.

I. INTRODUCTION

calling for efficient scheduling schemes that achieve tbi.g

An ideal wireless scheduling scheme should provide [6]: (1)
short-term throughput bounds farror-free flows, (2) long-
term throughput bounds f@wounded-errofflows, (3) short-term
fairness amongrror-free flows, (4) long-term fairness among
bounded-errorflows, and (5) delay bounds fdrounded-error
flows. A flow is said to beerror-freeif it perceives a “clean”
channel at a given time instant. Bounded-errorflow is one
whose fading periods are time limited to allow for subsedquen
service compensation without disturbing the servicesrgiee
other flows.

Several wireless scheduling algorithms were previousty pr
posed to achieve some/all of the above objectives. Examples
of such schemes can be found in [1, 5, 6, 7, 8. Among
these schemes, the Channel Condition Independent Padket Fa
Queueing (CIF-Q) [8], and the Wireless Fair Service (WFS) [6]
schemes received special attention as they are closestab me
ing the above ideal goals. Both of these schemes achieve good
performance in terms of fairness, throughput, and delayagua
tees. They both rely on an error-free service model, i.eirew
line scheduler, to achieve fairness; the Start Time Fain@ung

In recent years, wireless communications have witnessedSdFQ) for CIF-Q and the Weighted Fair Queueing (WFQ) for
tremendous growth. For this upward trend to continue, grea¥VFS. A common characteristic of STFQ and WFQ is their use

service diversity and better price/performance diffaegitn are
needed. The challenge in providing different levels of meris

of a per-flow tagging mechanism to tag packets. The sched-
uler selects the head-of-line (HOL) packet of the flow with th

how to provide guarantees while maximizing the usable systémallest tag. Details of such a tagging mechanism are pedvid
capacity. Service provisioning must also account for fasm N Section3.

considerations. This is especially true in the wirelessrenv

To account for the channel's behavior, both CIF-Q and WFS

ment, where channel errors are location dependent, andeear@ssociatdeading andlagging counters with each flow. These

sult in diverse throughput and delay characteristics.
At the packet level, service differentiation is typicallgcam-

counters are used to account for “lost” and “gained” sesuice
If a flow that was originally scheduled for service (i.e., fpaic

plished by means of scheduling. Scheduling in wireline ndfansmission) during the current time slotoslievedto be ex-
works is relatively easy, and it has been extensively stlitie Periencing deep fade at the receiving end, then its slot-is as
the literature (see [10] for a survey). In contrast, schieguih ~ signed to another flow that is likely to experience a cleameha
wireless networks is quite challenging for a number of reasonel during this slot. As a result of exchanging the transiorss
[6]. First, the available channel capacity perceived byvemi Slots, the lagging (leading) counter of the deferring flovinis
user varies depending on channel fading, user mobilitythed cremented (decremented) while the leading (lagging) eoft
obstacles between the transmitter and the receiver. Seeo.ndthe other flow that received the service is incremented @ecr

rors over the wireless channel are bursty (i.e., highlyalated)

mented). The leading and the lagging counters are used for

and location dependent. This makes it more difficult to pievi future compensation of lagging flows by reclaiming the trans
delay guarantees. Third, channel access is more compulicaission slots from leading flows. Both CIF-Q and WFS allow
due to the presence of the hidden and exposed terminal prigiding flows to gracefully relinquish their lead to laggftayvs
lems. Finally, mobile users are often power constrainedijmga t0 provide short-term guarantees (the relinquishing refeedds

it necessary to optimize every bit of the available bandwidtd ©n the amount of the lead).

Previously proposed scheduling algorithms, including-QIF
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to predict the state of the channel. The GE model is a two-
state Markov model, where in one state the channel is extyeme



“bad” (bit error rate (BER) if0.5) and in the other state thegenerality, we focus on the downlink case, which is typicall
channel is very “good” (BER is zero). In practice, the charthe case of interest from a scheduling standpoint. A TDMg-li
nel state is determined by the signal-to-noise ratio (SNR)& scheme is used for accessing the channel. Before transgratti
receiver, and this SNR takes a continuous range of values. Ojacket from the base station to a mobile user, an RTS/CTS hand
cretizing it into two regions that correspond to two states i shake must first take place. Variable-size network-layekets
rather crude approximation. In [9] the authors used infermare fragmented into smaller fixed-size link-layer (LL) patk
tion theoretic arguments to show that the GE model minimiz@sefore adding the FEC bits).

the channel capacity. By employing a specific SNR partitigni

approach, the authors in [3] showed that Wiecless effective A. Channel Model

bandwidthincreases dramatically as the number of states of theA slowly varying Rayleigh fading channel is assumed. The

employed Markov model is increased. In other words, the ge e of the channel at a given mobile node is characterigad b
state GE model leads to a highly conservative allocaticat-str N-state discrete-time Markov chain with a transition pratigh
egy. _We believe thgt thg perfo_rmance of. wireless sche@uliﬂ%trixp — [pij)ijec, wherel = {0,1,..., N — 1}. This ma-
algorithms can be significantly improved if they are desting, .ompletely defines the wireless channel. We assumeRhat
under an-stgte channel model, Whef.é >,2' This claimis 565 not change frequently, and stays constant for theidurat
substanngted in the results presented n this paper. of a connection. Without loss of generality, we assume at
Replacing the GE channel model with a higher-order modglihe same for all mobile nodes. At a mobile station, a nomina

has important ramifications. Previous scheduling scheheds 'BER is associated with each channel state and can be caldulat
employed the GE model relied mainly on error detection anog follows [9]:

packet retransmissions to recover from bad channels. Fdrwa
error correction (FEC) was not directly used (it was incerpo

rated into the channel parameters). On the other hand, if a frr:“ %exp{—g}u—F(\/ﬁ))dx
higher-order Markov model is to be employed, the scheduling = — T exp{—%}dz ST 0
scheme can take advantageaafaptiveFEC to recover from T P ,

partial channel errors (BER is greater than zero but less th@vn ere[Ts, T;41) is the SNR range that corresponds to state

0.5). As shown in this paper, integrating higher-order channel ~ . det i

prediction (V > 2) and adaptive FEC into the design of a wire{l'1 = 0 andl'x11 = o0), p is the average SNR for the trans-

less scheduling algorithm results in significant improvetaén Mittéd signal, and is the CDF of a standard normal random

the throughput and packet delay. Another advantage of méapt@/iable (rv). _ _

FEC is that it can provide a tradeoff between delay and tr‘m)ugD We divide the N states into a set ofV — 1 states with

put performance, thus providing more flexibility in achieyi ounded errors (i.e., errors that can be cqrrectgd usirgpmnea

service differentiation. able amounts of FEC) and one “bad” state in which packets can-
The goal of this paper is to introduce a scheduling algorithRPt P& correctly received even when using the maximum allow-

and its associated MAC scheme that enable operation un@Ble number of FEC bits (which we set to the size of the payload

adaptive FEC and multi-state channel predictions. The pr;g,grtlon qf the LL packet). To predict the channe'l states &t va

posed algorithm is based on computing a flow-specific paraRHS receivers, we assume that the current state is recorttes a

eter that combines the flow’s actual service rate (.., take T€ceiving node and then sent back to the transmitter. Tt fee

ing into account the compensation parameters) with thedutPack coming from the receiver is assumed to arrive correctly

channel state estimates. Comparisons of the proposedtaigor at the transmitter. The rationale b_ehlnd this assumptlmt_las

with WFS (which already fulfills all the requirements of a wirePecause channel-state feedback is conveyed to the base stat

less fair scheduler with very good throughput and delayltgsu USing small control packets (e.g., RIGTS packets), one can

show that by incorporating probabilistic channel staternfa- @PPly strong FEC to these packets. To cope with channelsgrror

tion into the scheduling mechanism, we can achieve good i€ Use a hybrid FEC/ARQ scheme with a variable FEC code

provement in performance (i.e., delay and throughput) avhiate that d_epends on the predicted channel state. Thiggésul

preserving the fairess characteristics of WFS. We show tiafiable-size LL packets.

the proposed algorithm is more stable in the presence oflmobj

ity and network load variations. Furthermore, it resultéeiwver B. Channel Access Scheme

retransmissions, which makes it more scalable and morermpowewe consider a CSMA/CA based MAC protocol, where each

efficient for mobile terminals. packet transmission is performed as a sequence of RTS-CTS-
The rest of the paper is structured as follows. In Secion Data-ACK. The protocol is similar to that in [6], with some tho

we describe the channel model and the access scheme. Sedfiigations to account for adaptive error correction and ivsttte

3 discusses the proposed scheduling algorithm. We present elvannel predictions. As in [6], we assume that RTS messages

simulation results in Sectiof Section5 concludes the paper. are initiated by the mobile stations, whether the transioisis

uplink or downlink. This puts the polling out of the pictuiies(,

the BS is no more responsible for polling the mobile hosts to
We consider a cellular wireless network. We assume thdgtermine the backlogged ones). In our access schemegthe si

a single channel (frequency band) is used for both uplink andling of an upcoming transmission is performed twice; once

downlink flows, and also for data and control packets (hendsefore the start of a frame transmission (a frame is a seguenc

only one transmission is allowed at a time). Without loss aff LL packets that is formed by one scheduling round at the BS)

Il. FRAMEWORK



and again before the start of a packet transmission. Thanedé packets. The transmissions are done based on a collisigaavo
behind such design will be provided shortly. ance procedure with a backoff mechanism, as in [6]. Etie
The frame structure is depicted in Figure 1. A frame consigiobile sends its information packet+- (k —1)IW seconds after
of one control slot and K data slots. The variablgs” corre- the activation packet has been receiviis(the order to send as
sponds to the maximum frame size, and is selected in a wayindicated in the activation packet). The variafléncludes the
ensure an acceptable level of accuracy in channel statécpregrocessing time needed for the determination of the ertet ra

tion. The durationV includes the time needed to send the informa-
tion packet successfully to the BS as well as the processng d
Slot number 0 ! 2 K lay, and at least one propagation delay ( defined accorditigto
Control ‘ Data ‘ Data ‘ ‘ Data ‘ maximum transmission range of the BS). Based on the informa-

tion packets, the BS determines the final scheduling order fo
the current frame and the FEC code rates to be used.
Following the control slot, the transmission of data pasket
123 ¢ commences in slots with variable durations. Each datasiot i
cludes three subslots: antrol subslot a data subslgtand an
ack subslat The control subslot starts withraotification sub-
slot, in which the BS broadcasts a list of the flows that can
transmit in the current slot. This way, if the RTS packet @& th

,/ Control *\ Data subslot Ack
s N subsl

Notfication Handshaking and scheduled flow cannot be correctly received by the BS, anothe
subslot contention subslot . . .
flow can be tried. The order in the flow list corresponds to the
Fig. 1. Format of a transmission frame. scheduling order of the flows for that slot. After the notifioa

subslot, the handshaking between the BS and the mobiledost s

The BS signals the beginning of a frame transmission in ticted for transmission takes place in tl@ndshaking and con-
control slot, which is also used to determine and announee f§ntion subslatas indicated in [6] (the mobile host transmits an
mobile hosts that arentativelyselected for transmission in theRTS packet, and then waits for a CTS packet from the base sta-
current frame. In order to perform scheduling for the dattssl {ion). The purpose of this handshaking is to learn the state o
a subset of the backlogged mobile hosts are prompted to cdhft channel at the mobile receiver, and thus be able to detect
pute and return the BERS they currently perceive. Note that tdeep fade before the transmission starts. If none of the flows
BER information is valid only at the beginning of the frame pen the list broadcasted in the notification subslot can aquisim
riod. For this reason, the amount of error correction apiie handshaking, flows that perceive a clean channel can contend
the data packet is determined based on the most probable ctighchannel access usingepersistent scheme. The RTS packet
nel stateat the time of packet transmission of a contender includes the most recently observed chatatel s

The control slot starts with aactivation subsloin which the (i the activation packet for the current frame was sucadiysf
BS broadcasts aactivation packetThis packet is used to probe'€Ceived by the contender), which is used by the BS to deter-
a subset of the users to calculate their BERThis subset is Min€ the required amount of FEC bits. If the latest chanrést
determined based on an error-free scheduling policy,iiat- |nform.at|_0n is not qvallable at the mob|le. user, a “not aalali¢
mation about the channel is not incorporated in such a s¢hed{fUe is indicated in the channel-state field of the RTS packe
ing policy. The number of flows broadcasted in the activatidf°mMPting the BS to use a default channel state. The winner of

packet is determined in a way to guarantee an optimum num contention is allowed to transmit in the current dateskib
of data slots in each frame. Note that multiple contention slots can be used to allowrprio

t[igcation among the flows. Upon the completion of a successful

In essence, the activation packet acts as a training segque, . o .
that is used by the mobile host to determine the channel st g)ﬁ\dshaklng, data transmission takes place in the datdobubs

(using either the SNR value or the packet error rate). The e owed by the transmission of its acknowledgement in ttie a

mation accuracy increases with the size of the training.data Subslot.

the case of a Markov channel model, the accuracy also dependés a final remark, to increase the success rate of the transmis
on the thresholds of the channel states. For this reasosjzbe sions, the transmission times of the scheduled packeterfimst

of the activation packet is selected based on the emplowmi-chOf the location of the transmission slots in Fhe current gam
nel model. can be reordered based on the flow constraints and the channel

. . L . nditions.
After a mobile host receives the activation packet, it calc® ditions

lates the BER it perceives. If this host was specified eairier 1. SCHEDULING ALGORITHM

the activation packet, it acknowledges the BS by transmgjtiin

information packein theinformation mini-slot This packet in-

cludes information on the channel state seen by the respec .

mobile (or, equivalently, the experienced SNR value) a$ al sis, we assume that flows are delay constrained, where Mel
are calculated after the arrival of the packet at the trattemi

the flow number. The order indicated in the activation pack | der t ¢ simil " o th ided b
also indicates the order for the transmission of the infdiona h order 1o support simiiar guarantees 1o those provided by
a wireline network, we employ an error-free service model to

LA pilot signal sent over a separate channel can also be usétis@urpose, determine the initial order of transmissions. We use WFQa@as th
but this requires separate data and control channels. error-free scheduler. In WFQ when a packetrives at a queue,

In this section, we propose a scheduling algorithm that-oper
ﬁtes under probabilistic channel state information. Inamaly-



it is time-stamped with a start tagj(p). Start tags are used tolifetime of its current HOL packet. In other words, a corrent

calculate the finish tag€{(p)) as follows [6]: factor is applied to the flow’s original weight to take intacaant
the additional rate the flow gets in return for services tdlbto

S(pi*) = max(V(A(pi*)), S(piF=1) + L/r:) other flows or the rate that the flow gives to other flows in retur
F(pi*) = S(pi*) + L/ o) for the excess service it previously received. In our calionhs,

we use a rather crude approximation to determijneetting it to
theinstantaneous flow weigbbtained at the time the schedular
runs. A pseudocode to calculate this weight is given in Fagur

dv/dt = C(t)/(3,. gy i)

wherep! is the kth packet of theith flow, V(¢) is the virtual
time value at system time A(p;*) is the arrival time of théth
packet of theith flow, L is theaveragepacket lengthr; is the
throughput weight for théth flow, ¢; is the delay weight for the
ith flow, C(t) is the link capacity at time, and B(t) is the set
of backlogged flows at time
The algorithm selects the packet with the minimum finish tag
for transmission. Because of channel errors, the errerges-
vice model is not sufficient to determine an efficient schedul
ing order. To protect flows against channel errors, we need to
make the channel errors invisible to these flows throughxhe e
change of slots among flows. Whenever a flow cannot transmit
due to deep fade, the scheduler has to assign the slot toeinoth
flow. Therefore, the error-free service model is used as amea
of measuring the amount of services received and deterginin Here, we use a similar logic to that of WFS to provide
whether the flow is leading or lagging. fairness. However, we provide fairness by adjusting the flow
The proposed algorithm accounts for the future channes stét€ights to obtain an approximate value for the probabilta o
estimates by integrating them together with the CompmatiSUCCGSSfU' transmission. Subsequently, we select the fidw w
mechanism into a single parameter which we refer to asube the highest chance of transmitting its HOL packet succégsfu
cess metric This metric is defined as the probability of satislf & flow is lagging, its short-term average weight is going to
fying the delay constraint of the HOL packet of a given flope larger than its assigned (original) weight, resultingigher
(or simply, the probability of success). The proposed algor number of transmission slots (or higher chance of beingdsche
tries to schedule the flow for which the HOL packet has a highelted).
chance of being successfully transmitted. Thus, unsuftdess Conversely, a leading flow will have to relinquish some or all
transmission attempts resulting in packet losses at higlyers  Of its weight which results in a lower number of transmission
are often prevented. slots. This way, we provide both short-term and long-terim fa
In order to find the probability of success for tit flow, ness indirectly by adjusting the flow weights.
we need to find the maximum number of allowable retransmis- The probability of success is given by the probab|llty ezt t
sion attempts,R, that the HOL packet of flow is allowed HOL packet’s delayd® is smaller than or equal td'")
to have before its deadline expires. Note that this valugsarwhich is equal to:
from one flow to another due to the variation in the queuing de-
lays, flow weights, and the delay constraints among the fltiws.
also varies from one scheduling attempt to another. To cgme u Pr(d® <d),,..,) Z Qei(50) Q)
with a good prediction o2}, we have to take into account the
compensation parameters (such as lead and lag valuesylgrope ,
since they determine the actual service rate of a flow. wheres, is the initial channel state of ﬂowanngw i(s0) is
Let ¢@) be the remaining delay that the HOL packet fof the probability that thgth transmission attempt for thieh flow

remain succeeds after— 1 unsuccessful transmission attempts with the
flow i can tolerate until it is successfully transmitted or urttil i )
|n|t|al state given asy. If the value ofd,’ reaches zero and

s g)r oppe? )b y the transrT(ntter The vanadf@mm Is given by the packet has not yet been successfully transmitted, #iepa
(drinz — dgueue), whered'?,.. is the delay constraint for flow

W has to be dropped to avoid wasting the bandwidth.

anddgucue is the time elapsed since the HOL packet of tte e calculatng’M“(so) using the channel state transition
flow entered the queue. Fromﬁ we can calculatér; as

follows:

i = flow number
Lead.. Rate[i] _ minimum(Lead[i],Mazimum_Lead[i])

Mazimum_Lead][i]
if (Lead[l] > 0)
7 =1; - (1 — Lead-Rateli])
else if(Lagl[i] > 0)
P Lagli] .
=1+ ZJFB(,) Lagl] ngB(t) Lead_Ratelj] - ;
else
=1

© o O WN -

Fig. 2. Algorithm for finding the instantaneous flow weight.

remain’

emain’

matrix P and the flow-specific parameters. Lléi@k) be thek-
R step transition probability from statdo statej. Then,
R~ |a® ) @)

] remain L- ZjeB(t)Tj

wherer; is theshort-term average flow weighbf the ith flow.

In calculatingR}, we assume that the round trip time is equal to

the transmission time and ignore the effect of propagat@ayd Where 7; is the normahzed weight for theth flow (7; =
The short-term average flow weight is defined as the averag¢z,“B(t) r,) and P, Cormt .i(50,7) is the probability of being

weight (normalized service rate) that a flow will have durihg correct in the first transmission attempt given the initi@ite

ii)cc .(s0) = Zp L(/r+0.5)] Pé;Zrect (50,7 (5)



assp and the final state as& The factor| (k/7; + 0.5) | corre- HOL packet). This way, we can determine whether an incoming
sponds to the location of thieth transmission slot for thé¢h packet can be served on time or not, and decide accordingly on
flow. We can determin®@'’) (s, ) as follows: whether to admit it or not.

correct,i

o IV. SIMULATIONS

PO s i(50,0) = Z (s, J, "I)Z( ne ) et (L—ey)"" In this section, we use simulations to evaluate the perfor-
seNJ i=0 mance of the proposed algorithm and contrast it with WFS [6].

_ _ _ (6)  For simplicity, we ignore the MAC overhead. Due to space con-
where N7/ is the set of states starting from which the Marko¥jgerations, we only give the results when the frame sizelsqu
chain can reach stafein ) stepsa(s, j, v) is the probability of 5 one, i.e., the scheduling algorithm is run before eactkgtac
making a transition from stateto statej where the location of {yansmission. For the channel model, we usestate Markov
states is the closest location to stajeat the time the channel jodel whose parameters are determined using the SNR parti-
state is estimated (e.g., the beginning of a frame tran&misstjoning scheme in [11]. Packet transmission is allowed ie¢h
period) given that a transition from the initial statgto statej  of the four states, which represent the good state. We deder t
occurs inv stepsk; is the maximum number of correctable bit§ransmission if the channel state is predicted to be in the ba
in the packet when the channel is in tfta state, andy; is the  state. For the good states, Reed-Solomon coding is used for
packet size including FEC bits when the channel is in sfateerror correction. For each flow, packets arrive according to

a(s, j,v) is computed as follows: two-state Markov Modulated Poisson Process (MMPP). Each
simulation is run fo50000 time units, with each time unit cor-
a(s, j,v) = Pr(estimate = s|S(v) = j) = responding to a packet transmission time. The simulatiogs a
prn repeatedl0 times. The payload size is chosen to4 bits.
Pr(S(v —n) = s|S(W) =) = P} W () The delay constraint for each flow is selected tabéme units.

The number of userd/ equals tol0 and each user has the same
wherev is the location of the transmission slat,is the dis- weight.

tance between the closest estimation slot and tr_le trarismiss We evaluate the performance of the proposed algorithm in
slot (ip = (v, £), whe_reé is the average frame duration in slots)+arms of the achieved throughput, average delay to suatiyssf
We can obtairQ\?)  (so), j = {2,..., R;}, recursively af- deliver a packet to the receiver, and the number of retrassmi
ter computing@&fw (50): sions per delivered packet. For conciseness, we reportaie p
' centage change in these performance measures relativeiito th

N counterparts in the WFS algorithm. Figure 3 shows the percent
Qifﬁcc,f(so) = Z P;J}’l (11— Pﬁolimt,f(s(m,j)) : Qiz;l,)f(j), age change in throughput versus the normalized traffic sitien
j=1 for three different levels of mobilities: low mobility (dpfer
T=2,...,R (8 frequencyf,, = 10 Hz), medium mobility f,, = 50),

L ) and high mobility {,, = 100). When the mobility is low,

In order to minimize the number of computations, the alye 4o not gain from the future channel state estimates since
gorithm is only executed when the base station is powered g3 hannel varies very slowly. In this case, the advantdge o
and when an update is necessary, i.e., when the channel t@h- 5igorithm over WFS is negligible. As mobility increases,
sition matrix changes, which we assume to occur infreqyent}ye start to observe a marked improvement in the throughput.
This can be achieved by first defining the ma(Qéllﬂ:c]i,j for - This should be expected since as mobility increases, theefut
each possible flow weight and initial state combination. Thghannel state estimates start to gain more importance idethe
[i, j]th element of this matrix corresponds to being successhibion process. The accuracy of our decisions can be olzserve
in the first transmission attempt with initial state giveni and more C|ear|y if we examine the improvement inthe de|ay perfo
the location of the first transmission attempt (in slotskgias mance, as shown in Figure 4 for various levels of mobilitye Th
[1/7(j) +0.5]. Then, using8), we determine the higher levelfigure shows that the proposed algorithm can achieve a cemsid
matrices[Qg,)cc]i i again for each possible flow weight and iniable reduction (improvement) in the average delay compiared
tial state combination. At each scheduling instant, by simgm WFS. In both figures, we also observe that as the network load
the corresponding elements of these matrices (based onitheincreases the improvements also increase. This suggestssth
tial state and the instantaneous flow weight), we can determthe number of backlogged flows increases the efficiency of the
the success probability for each flow. The flow with the higheproposed algorithm also increases. Since our algorithiasrel
success metric is selected for transmission. on the success probability as the basis for schedulingbkess-

Using the proposed algorithm, we can make scheduling mavedth is wasted on erroneous transmissions when compared to
adaptive to channel variations. As a result of this adaptgs, a WFS. The percentage decrease in the retransmissions is shown
change in the channel conditions (e.g., due to mobilitysdu® in Figure 5. As can be seen from this figure, a good reduction
cause a significant change in the perceived performance. Amthe number of retransmissions can be achieved. Table { com
other advantage of the proposed success metric is that@lsan pares the proposed algorithm with WFS in terms of short-term
be used to manage buffer admission. This is done by applyinéa&ness in throughput (based on Jain’s Fairness Index T4ig
similar recursive procedure to the one outlined before taiob results are very close suggesting that the fairness clegistats
the success probability for all packets in the queue (natthes are preserved in the proposed algorithm.
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V. CONCLUSIONS
_ . ) ) 7
In this paper, we introduced a wireless scheduling algarith
that uses a multi-state channel model to predict the futiea< 8]
nel states and incorporate these predicted states in tieelgeh
ing decision. Because of its channel-dependent naturgyrthe
posed algorithm is highly robust against variations in ctean [°]
conditions (e.g., due to mobility). A hybrid ARQ scheme was
used in which the FEC code rate is adjusted adaptively accolid]
ing to the forecasted channel state. The proposed algodthm
ploys anadaptivevirtual rate adjustment mechanism for compi1]
pensation.

Simulation results indicate that compared to the well-know
WES scheduling algorithm (which does not make extensive use
of the channel characteristics), the proposed algorithmeaes
good improvements in throughput and delay while preserving
the fairness characteristics of WFS. These improvements be-
come more significant as mobility increases. We outlined a
MAC protocol (modified from [6]) to go hand-in-hand with the
proposed scheduling algorithm. We also described a frame-
based transmission strategy for the scheduling algoritine t
can operate effectively under dynamic channel conditions.

] fm=10
[ fm=50
I m=100

o
R

N
S
T

Percentage decrease in retransmissions
S )
T

o)

HHI NEN [ ﬂog [

Traffic intensity

1

Fig. 5. Percentage decrease in retransmissidfis=( 10).

Fmn =10 | fm =50 | fm = 100
WFS 0.9701 0.9744 0.9756
Proposed| 0.9602 0.9716 0.9720
TABLE |

SHORT-TERM FAIRNESS COMPARISONM = 10).
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