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Abstract

Providing quality of service (QoS) guarantees over wire-

less links requires thorough understanding and quantifica-

tion of the interactions among the traffic source, the wire-

less channel, and the underlying error control mechanisms.

In this paper, we account for such interactions in a network-

layer model that we use to investigate the delay performance

for an ON/OFF traffic stream transported over a wireless

link. The capacity of this link fluctuates according to a fluid

version of Gilbert-Elliot’s model. We derive the packet de-

lay distribution via two different approaches: uniformiza-

tion and Laplace transform. Conputational aspects of both

approaches are discussed. The delay distribution is then

used to quantify the wireless effective bandwidth under a

given delay guarantee. Numerical results and simulations

are used to verify the adequacy of our analysis and to study

the impact of error control and bandwidth allocation on the

packet delay performance.

keywords: Wireless networks, QoS, delay distribution,fluid

analysis.

1. Introduction

Recent trends in wireless networks indicate a desire to

provide a flexible broadband wireless infrastructure that can

support emerging multimedia services as well as traditional

data services [1, 13]. In such a multi-service wireless envi-

ronment, quality-of-service (QoS) guarantees are critical for

real-time voice and video. In contrast to its wireline counter-

part, the provisioning of QoS guarantees over wireless links

is a more challenging problem whose difficulty stems from

the need to explicitly consider the harsh radio-channel trans-
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mission characteristics and the underlying link-layer error

control mechanisms. This difficulty is further compounded

by host mobility and how it impacts the available bandwidth

capacity. These issues indicate a clear need for a general

QoS framework in the wireless environment.

QoS guarantees in wireless networks can be provided

througha coordinationbetween connection-level bandwidth

reservation and packet-level scheduling. Most previous re-

search on QoS over wireless networks has mainly focused

on these issues. Levine et al. proposed the shadow cluster

concept to estimate the bandwidth requirements of a wire-

less connection [9]. They indicated that this concept can

be used in connection admission control to provide a speci-

fied call dropping probability. Reininger et al. identified the

high variabilityof traffic dynamics of mobile multimedia ap-

plications as a function of time and space, and proposed a

soft QoS control which allows bandwidth renegotiation ac-

cording to the varying traffic conditions [14]. Capone and

Stavrakakis investigated the region of supportable QoS vec-

tors expressed in terms of packet dropping probability [3].

Their work provided insight into the resource management

aspects for handling diverse QoS constraints, although the

study was limited to unbuffered services. Lu et al. proposed

a fair scheduling algorithm with adaptation to wireless net-

works that take into account bursty and location-dependent

channel errors [11]. Although their work identified many

practical issues, it did not address the interaction between

packet scheduling and error control. In [7], the authors stud-

ied the concept of wireless effective bandwidth for a guaran-

teed packet loss rate.

The general goals of the underlying work are to study

the delay performance over a wireless link and investigate

its implication on optimal bandwidth allocation under delay

guarantees. Our investigations are carried out for a single

stream that is transported over a time-varying wireless link.

If the link is used to transport more than one connection,

then each connection is guaranteed a constant service rate

during its active period (i.e., TDMA style). The outcome



of a packet transmission is determined by the state of the

wireless channel and the error control schemes. This sce-

nario encompasses point-to-point connections between mo-

bile terminals (MT) and a base station (BS) in cellular com-

munication systems.

To achieve our goals, we follow a fluid-based approach

whereby the traffic source is modeled by an on-off fluid pro-

cess and the channel is modeled by a fluid variant of Gilbert-

Elliott’s model. Using fluid-flow analysis, we compute the

delay distribution for a single stream as a function of the

traffic source, the service rate, the wireless channel, and

the error control schemes. To obtain this distribution, we

first evaluate the queue length distribution taking into ac-

count the channel behavior and the underlying error control

schemes. Then, we provide two alternative approaches for

obtaining the delay distribution via the uniformization and

Laplace transform techniques. In the case of the uniformiza-

tion approach, we are able to derive a closed-form expres-

sion for the delay distribution. The computational aspects

of both approaches are compared. Our analytical results

are used to obtain the wireless effective bandwidth under

a given delay constraint. Note that the notion of effective

bandwidth has been traditionally investigated in wireline [4]

and wireless [7] networks for a given packet loss rate. We

also study the optimal error control strategy that minimizes

the effective bandwidth while guaranteeing a given delay

requirement (expressed as a percentile). Extensive simula-

tions are conducted to verify the goodness of our analytical

results.

The rest of the paper is organized as follows. In Section 2,

we describe the wireless link model. Analysis of the delay

performance is provided in Section 3. Numerical results and

simulations are reported in Section 4, followed by conclud-

ing remarks in Section 5.

2. Wireless Link Model

2.1. Framework

In order to analyze the packet-level performance of a

wireless link, we consider the framework shown in Figure 1.

This framework was used earlier to study the packet loss

performance and the corresponding effective bandwidth un-

der the same problem setting [7]. In this framework, traf-

fic streams from one or more connections are fed into a

finite-size FIFO buffer. A constant service rate c (in pack-

ets/second) is assigned to the wireless connection, but the

actual drain rate observed at the buffer is reduced due to re-

transmissions and FEC overhead. The actual service rate

will be discussed in the following section. In our study, we

consider hybrid ARQ/FEC error control in which the cyclic

redundancy check (CRC) code is applied first to a packet,

followed by FEC. We assume that the CRC code can alone

detect almost all bit errors in a packet. In contrast, only a

subset of the errors can be corrected by FEC. In addition,

we impose a limit on the number of packet transmissions.

Imposing such a limit can be used to provide delay guaran-

tees for real-time traffic. Once a packet hits the limit, it will

be discarded. For simplicity, we ignore the overhead of the

medium access control (MAC) layer.

The above model has three control parameters: the ser-

vice rate (or assigned bandwidth), the FEC code rate, and the

limit on the number of transmissions. These parameters can

be adjusted during connection setup to satisfy certain QoS

requirements. ¿From the network point of view, the selec-

tion of these parameters is very crucial and requires thor-

ough understanding of their impact on the packet-level per-

formance. The main theme of this study is to investigate the

packet-level performance of a wireless link as a function of

the assigned bandwidth, the limit on transmissions, and er-

ror control schemes.

2.2. Queueing Model

In this section, we describe the queueing model that is

used to analyze the packet delay over a wireless link. The

source is characterized by an on-off fluid process with peak

rate r. Its on and off periods are exponentially distributed

with means 1=� and 1=�, respectively. The wireless chan-

nel is modeled using a fluid version of Gilbert-Elliott (GE)

model which is often used to investigate the performance

over wireless links [6]. As explained in Figure 2, the GE

model is Markovian with two alternating states: Good and

Bad. The bit error rates (BER) during the Good and Bad

states are given by P
eg

and P

eb

, respectively, where P
eg

�

P

eb

. The durations of the Good and Bad states are exponen-

tially distributed with means 1=� and 1=
, respectively.
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The FEC capability in the underlying hybrid ARQ/FEC

mechanism is characterized by three parameters: the num-

ber of bits in a code block (n), the number of payload bits
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(k), and the maximum number of correctable bits in a code

block (� ). Note that n consists of the k payload bits and the

extra parity bits. The FEC code rate e(� ) is defined as

e(� ) =

k

n(� )

:

Assuming that a FEC code can correct up to � bits and

that bit errors during a given channel state are independent,

the probability that a packet contains a non-correctable error

is given by:

P

c

(p

b

; � ) =

n(�)

X

j=�+1

�

n(� )

j

�

p

j

b

(1� p

b

)

n(�)�j (1)

where p
b

is the bit error probability; p
b

2 fP

eg

; P

eb

g. To

account for the FEC overhead, we obtain the actual service

rate c
e

observed at the output of the buffer:

c

e

= c � e(� ) (2)

where c is the bandwidth assigned to the connection.

The exact behavior of ARQ and FEC in the underlying

queueing model is difficult to analyze. To obtain analyti-

cally tractable results, we assume that the packet departure

process follows a fluid process with a service rate that is

modulated by the channel state (see Fig. 2). This approxi-

mation implies that there are two deterministic service rates:

c

g

during Good states and c

b

during Bad states. We as-

sume that the feedback delay for sending an acknowledg-

ment from a given receiver to the sender is smaller than the

minimum time between two successive transmissions to that

receiver. This assumption is reasonable in a TDMA envi-

ronment, where the channel capacity is being shared by sev-

eral connections (destinations, MTs). Each connection is as-

signed one or more slots within a TDMA frame. Slot assign-

ment reflects the constant service rate that is allocated to a

connection1. A packet is successively retransmitted until it

1Guaranteeing a constant service rate to a connection can be achieved

by periodic assignment of slots in a TDMA frame.

is correctly received at the destination or until the limit on

the number of retransmissions is reached. In this scenario,

the total time needed to successfully deliver a packet con-

ditioned on the channel state follows a truncated geometric

distribution. Let N
tr

denote the number of retransmissions

(including the first transmission) until a packet is success-

fully received or is discarded because it reached the limit

on retransmissions. For a given packet error probability P
c

and a limit on transmissions N
l

, the expected value of N
tr

is given by:

E[N

tr

] =

1� P

N

l

c

1� P

c

: (3)

Thus, c
g

and c

b

correspond to the mean transmission rates

of the truncated geometric trials with parameters (P
c;g

; N

l

)

and (P

c;b

; N

l

), respectively, where P

c;g

and P

c;b

are the

packet error probabilities in Good and Bad states, respec-

tively, given by (1). Formally,

c

g

=

c � e(� ) � (1� P

c;g

)

1� P

N

l

c;g

(4)

c

b

=

c � e(� ) � (1� P

c;b

)

1� P

N

l

c;b

: (5)

where P
c;g

= P

c

(P

e;g

; � ) and P
c;b

= P

c

(P

e;b

; � ).

3. Analysis of Delay Performance

3.1. Queue Length Distribution

Following the discussion in the previous section, we con-

struct a Markovian queueing system with four states as

shown in Figure 3. Let S denote the state space. Thus,

S = f(0; g); (0; b); (1; g); (1; b)g (6)

where 0 and 1 denote the on and off states of a traffic source,

respectively, and g and b denote Good and Bad channel

states, respectively.



(0,g) (1,g)

(0,b) (1,b)

β

α

β

α

δγ δγ
0/1 : off/on source 
        state
g/b : good/bad 
         channel state
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Following a standard fluid approach (see [2], for exam-

ple), the evolution of the buffer content can be described by

the following differential equation:

d�(x)

dx

D = �(x)M (7)

where D
4

= diag[�c
g

;�c

b

; r � c

g

; r � c

b

], �(x)

4

=

[ �

0;g

(x) �

0;b

(x) �

1;g

(x) �

1;b

(x) ];

�

s

(x)

4

= Prfbuffer content � x and the system s 2 Sg,

and M is the generator matrix of the underlying Markov

chain:

M =

2

6

6

4

�(� + �) � � 0


 �(� + 
) 0 �

� 0 �(�+ �) �

0 � 
 �(�+ 
)

3

7

7

5

:

Throughout the paper, matrices and vectors are boldfaced.

The solution of (7) corresponds to the solution of the

eigenvalue/eigenvector problem:

z�D = �M (8)

which is generally given by

�(x) =

X

z

i

�0

a

i

exp(z

i

x)�

i

(9)

where a

i

’s are constant coefficients and the pairs (z

i

;�

i

),

i = 1; 2; � � � , are the eigenvalues and the right eigenvectors

of the matrixMD�1 [2, 12]. In order to solve (8), we fol-

low the approach used in [12]. The details of how �(x) is

computed are given in [7]. In the following section,�(x) is

used to obtain the delay distribution.

3.2. Delay Distribution

In fluid queueing models with an error-free channel and

constant service rate, e.g., ATM link, the delay distribu-

tion can be directly obtained from the queue length distribu-

tion [5]. However, the scenario we consider in this study in-

cludes a time-varying wireless channel that is being approx-

imated by a two-state Markov modulated fluid process. In

this case, the packet delay distributionis much more difficult

to obtain since one has to take into account the time-varying

service rate as well as the queue length.

We assume an infinite-capacity buffer. Let D denote the

delay experienced by an arriving packet. Let C(t) denote

the accumulative amount of service during a period of length

t:

C(t)

4

=

Z

t

0

c(s)ds

where c(s) is the service rate at time s. The channel state

at time t is denoted by h(t) 2 fg; bg, where g and b denote

Good and Bad states, respectively. The probability that the

delay seen by a fluid atom is less than or equal to t is equal to

the probability thatC(t) is greater than or equal to the queue

length at the instant of the packet arrival Q
0

. Thus, we have

Pr[D � t] = Pr[C(t) � Q

0

]

=

X

i2S

Z

1

0

�

Pr[C(t) � xji; Q

0

= x]�

i

(x)dx

=

r

T

Z

1

0

�

Pr[C

g

(t) � x]�

1;g

(x)

+Pr[C

b

(t) � x]�

1;b

(x)dx (10)

where T is the throughput,�
i

is the pdf of the queue length

in a state i, i 2 S, and

C

i

(t)

4

=

Z

t

0

c(s)ds given h(0) = i; for i 2 fg; bg:

The quantity r�(x)=T represents the fraction of carried flow

that arrives at the queue when its content is x. For an

infinite-capacity buffer, the throughput T is given by:

T = r(w

1;g

+w

1;b

): (11)

In order to obtain Pr[C

i

(t) � x], i 2 fg; bg, we provide

two methods: direct calculation using Laplace transform

and uniformization. The equivalence of these approaches

will be verified using numerical examples.

Laplace Transform Approach

For convenience, we transform the random variableC
i

(t) to
�

C

i

(t) defined by:

�

C

i

(t)

4

= C

i

(t) � c

b

t; i 2 fg; bg:

By this transformation, �C
i

(t) is the accumulative service re-

sulting from a “normalized” channel with service rates c
g

�

c

b

(during Good states) and 0 (during Bad states). Note that

the minimum amount of accumulative service in a period of

length t is c
b

t. Thus,

Pr[C

i

(t) � x] =

(

1; if x < c

b

t

1� Pr[

�

C

i

(t) � x� c

b

t]; if x � c

b

t:



The following proposition gives the probabilities

Pr[C

g

(t) � x] and Pr[C

b

(t) � x] by solving the partial

differential equations (PDE) for the consumption rate C(t).

Proposition 3.1 The probabilities Pr[C

i

(t) � x]; i 2

fg; bg when x � c

b

t, are given by

Pr[C

g

(t) � x] = e

��x̂

�

e

�
(t�x̂)

J

0

(2

p

��
x̂(t� x̂))

+

1

X

n=0

�x̂

(n!)

2

�(n+ 1; 
(t� x̂))

!

(12)

Pr[C

b

(t) � x] = e

��x̂

1

X

n=0

�x̂

(n!)

2

�(n+ 1; 
(t� x̂)) (13)

where x̂ = (x� c

b

t)=(c

g

� c

b

), J
0

(z) is the Bessel function

of order zero given by

J

0

(z) =

1

X

n=0

(�1)

n

(z=2)

2n

(n!)

2

;

and �(n; z) is the incomplete gamma function given by:

�(n; z) =

Z

z

0

e

�x

x

n�1

dx:

Proof. See [8].

Equation (13) in Proposition3.1 is substituted into (10) to

evaluate the delay distribution. Some numerical complex-

ity is associated with the infinite sums in Equation (12) and

(13). We observed that the values of these infinite sums con-

verge fast for moderate values of n, e.g., n = 20.

Uniformization Approach

As a second approach to obtaining Pr[C

i

(t) � x], i 2

fg; bg, we use the uniformization approach. In continuous-

time Markov chains, uniformization is a technique for uni-

formizing the transition rates between states by introducing

transitions from a state to itself [15, 16].

Let t
g

and t

b

denote the accumulative sojourn times of

Good and Bad channel states during an interval of length t,

respectively. That is,

t

g

4

=

Z

t

0

1

fh(s)=gg

ds

t

b

4

=

Z

t

0

1

fh(s)=bg

ds:

Then, the accumulative service C(t) is given by

C(t) = c

g

t

g

+ c

b

t

b

; 0 � t

g

; t

b

� t: (14)

Since t = t

g

+ t

b

, C(t) can be expressed as

C(t) = c

g

t

g

+ c

b

(t� t

g

) or C(t) = c

g

(t � t

b

) + c

b

t

b

: (15)

In [8], we provide the probability distribution of t
g

and

t

b

conditioned on the channel state. Then, the probability

Pr[C

i

(t) � x], i 2 fg; bg can be directly obtained from

(15).

Proposition 3.2 The probabilities Pr[C

g

(t) � x] and

Pr[C

b

(t) � x] are given by

Pr[C

g

(t) � x] = 1� e

�(�+
)t

1

X

n=1

(�t)

n

n!

n

X

k=1

�

n

k � 1

�

�

�




�

�

k�1

n

X

i=k

�

n

i

�

�

i

(1� �)

n�i (16)

and Pr[C

b

(t) � x] = e

�(�+
)t

1

X

n=1

(
t)

n

n!

n

X

k=1

�

n

k � 1

�

�

�

�




�

k�1

n

X

i=k

�

n

i

�

�

n�i

(1� �)

i (17)

where � =

x�c

b

t

(c

g

�c

b

)t

.

Proof. See [8].

The equations in Proposition 3.2 also have some numer-

ical issues due to the presence of multiple sums. The triple

sums in the equations cause significant complexity. How-

ever, observing the duplicate computation in the last sum for

consecutive indexes k’s, we can achieve a significant reduc-

tion in the computation time.

Up to this point, we have discussed the alternative ap-

proaches to obtaining the probability Pr[C

i

(t) � x]; i 2

fg; bg. In the following, the results from Proposition 3.2 are

used to obtain the delay distribution. The following propo-

sition gives a closed-form expression for delay distribution

by substituting (16) and (17) into (10).

Proposition 3.3

Pr[D � t] =

r

T

(�

1;g

(c

g

t) + �

1;b

(c

b

t))

�

r

T

e

�(�+
)t

1

X

n=1

(�t)

n

(n+ 1)!

n

X

k=1

�

n

k � 1

�

�




�

�

k�1

�

n

X

i=k

(c

g

� c

b

)t

X

l

a

l

e

z

l

c

b

t

�(i + 1;n+ 2; z

l

(c

g

� c

b

)t)

+

r

T

e

�(�+
)t

1

X

n=1

(
t)

n

(n+ 1)!

n

X

k=1

�

n

k � 1

��

�




�

k�1

�

n

X

i=k

(c

g

� c

b

)t

X

m

a

m

e

z

m

c

b

t

��(n� i+ 1;n+ 2; z

m

(c

g

� c

b

)t) (18)



where �
1;g

(x) =

P

l

a

l

e

z

l

x, �
1;b

(x) =

P

m

a

m

e

z

m

x, the

indexes l;m are used to index the negative eigenvalues, and

�(x; y; z)

4

=

1

X

k=0

(x)

k

(y)

k

z

k

k!

with (a)

n

4

= a(a+ 1) � � � (a+ n� 1).

Proof. See [8].

Since Equation (18) has a similar numerical structure to

the expressions in Proposition 3.2, we can reduce the com-

putation time by avoiding the duplicate sums as mentioned

previously. We also obtained the delay distribution using

Proposition 3.1. However, the resulting expression contains

multiple sums, and hence provides no advantages over the

uniformization approach. Accordingly, to obtain the delay

distribution in the first approach (Proposition 3.1), we rely

on numerical integration. This is mainly used in contrasting

our two analysis approaches; most numerical results in Sec-

tion 4 are based on Proposition 3.3.

Wireless Effective Bandwidth

The notionof effective bandwidthhas been traditionallyem-

ployed to provide a guaranteed packet loss rate in wire-

line [4] and wireless [7]. In this study, we extend this no-

tion for a wireless connection under probabilistic delay con-

straints.

We defined the wireless effective bandwidth c
eb

under the

delay constraint Pr[delay > t] = " as follows:

c

eb

4

= minfcjc satisfies Pr[delay > t] = "g (19)

where c is the service rate. In contrast to wireline effec-

tive bandwidth, the wireless effective bandwidth is con-

figured along with the optimal number of correctable bits

which minimizes the use of bandwidth while providing the

requested reliability at the physical link. In Section 4, we

provide some numerical examples related to this concept

and investigate the characteristics of the pair of QoS param-

eters (c
eb

; � ) in more detail.

4. Numerical Results and Discussion

In this section, we present numerical examples based on

our analytical results. We verify the adequacy of these re-

sults by contrasting them against more realistic simulations.

Similar to the analysis, the simulation results are obtained

using on-off traffic sources with exponentiallydistributedon

and off periods. The ARQ retransmission process is simu-

lated in a more realistic manner, whereby a packet is trans-

mitted repeatedly until it is received with no errors or un-

til it reaches the limit on the number of transmissions. The

probability of a packet error is computed from (1) for both

channel states. Transitions between Good and Bad states are

assumed to occur only at the beginning of a packet transmis-

sion slot. A packet is retransmitted if it has uncorrectable

errors. It is assumed that the propagation delay is small, so

that the ACK/NAK message for a packet is received at the

sender before the next attempt of transmission. Finally, we

use an infinite-capacity buffer in our simulations.

In our experiments, we vary the BER during the Bad state

(P
eb

) and fix the BER during the Good state at P
eg

= 10

�6.

We set the mean of the off period to ten times that of the

on period. In addition, we take the parameters related to

the wireless channel from [6]. We adopt Bose-Chaudhuri-

Hocquenghem (BCH) code [10] for FEC . We consider fixed

packet sizes, e.g., ATM cells. Since we treat the CRC code

as part of the payload, the FEC code is applied to 424-bit

blocks (i.e., k = 424 bits). In [8], a table is available to

show the size, the code rate, and the number of correctable

bits of the BCH code used in our examples. All simulations

are reported with 95% confidence intervals. For the delay

distribution, 107 to 4�10

7 samples were needed in the sim-

ulations. Table 1 summarizes the values of the various pa-

rameters in the simulations and numerical examples. For the

parameters c, P
eb

, � , and N

l

, the values in the parenthesis

are assumed unless specified otherwise.

Figure 4 depicts the complementary delay distribution.

We vary the service rate (c) from 800 to 1200 packets/sec

while fixing the other parameters at P
eb

= 10

�2

; � = 7,

and N

l

= 1. The difference between the analytical and

simulation results is quite negligiblefor all service rates. We

observe a slight deviation at the tail part of the distribution.

However, it is associated with the number of samples taken

from the simulation. For c = 1200, we generated 4 � 10

7

packets to obtain the shown results. Note that the simula-

tion is based on the realistic scenario in which the packet

is transmitted until it is successfully transmitted or until it

reaches the limit on the retransmission, whereas the analyt-

ical results are based on the fluid approximation.

Figure 5 shows the effective bandwidth as a function of

the number of correctable bits (� ) for three target delay con-

straints Pr[delay > "], with " = 0:01; 0:05;0:1. Expect-

edly, more bandwidth is needed to achieve a more stringent

delay guarantee. Interestingly, we observe that a very large

amount of bandwidth is required when only ARQ (� = 0)

is used for error control. Thus, the use of FEC is essential

to achieve efficient bandwidth allocation with delay guaran-

tees. The figure clearly indicates that there is an optimal �

(� = 7 in this example) for a given BER that satisfies a delay

QoS constraint while minimizing the use of bandwidth.

The optimal number of correctable bits as a function of

the BER of the Bad state is shown in Fig. 6. The target delay

constraint is fixed at Pr[delay > 0:01] = 0:25. We vary the

P

e;b

from 0.001 to 0.0158. For each BER, we observe the



Parameter Symbol Value

source peak rate r 1 Mbps (or 2604.1667 packets/sec)

service rate c 100� 8000 packets/sec (1000)

mean on period 1=� 0:02304 sec

mean off period 1=� 0:2304 sec

mean Good channel period 1=� 0:1 sec

mean Bad channel period 1=
 0:0333 sec

BER in Good channel state P

eg

10

�6

BER in Bad channel state P

eb

10

�2

� 10

�5 (10�2)

number of correctable bits � 0� 20 (7)

limit on transmissions N

l

1�1 (1)

Table 1. Parameter values us ed in the s imulations and numerical re s ults .
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Figure 6. Effec tive bandwidth vers us � for dif-

fe rent BER's .

Figure 7 shows the effective bandwidth versus the tar-

get delay constraints " = Pr[delay > t], for t =

0:001; 0:005; 0:01;0:1 (sec). As expected, more bandwidth

is required for a more stringent delay requirement, i.e.,

smaller Pr[delay > t] at a fixed t. Notice that the mini-

mum and maximum values of the effective bandwidth are

c = 282 and c = 3250 (packets/sec), respectively. The min-

imum value corresponds to the minimum service rate satis-

fying the stability condition of the queue, whereas the max-

imum value is the minimum service rate satisfying the con-

dition c

b

> r, i.e., minfcjc

b

> rg. Considering the the

source peak rate r = 2604:1667 (packets/sec), the max-

imum effective bandwidth is surprisingly greater than the

source peak rate. This is in disagreement with the well-

known fact that the wireline effective bandwidth is bounded

by the source peak rate. In the underlying wireless scenario,

the assigned service rate is reduced due to the packet errors

and FEC overhead, and thus the principle in wireline effec-



tive bandwidth cannot be applied here. Another interesting

observation in this figure is associated with the shape of the

curves with decreasing Pr[delay > t]. Consider the case of

t = 0:001. To improve the QoS from Pr[delay > 0:001] =

1:0 to Pr[delay > 0:001] = 0:8, we need to assign an ex-

tra bandwidth 1950.0 (packets/sec), whereas we need 143.0

(packets/sec) for t = 0:1. That is, the behavior of the effec-

tive bandwidth depends on the selection of t as well as the

constraint Pr[delay > t].
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Figure 7. Effec tive bandwidth vers us target

de lay cons traints Pr[de lay > t].

5. Conclusions

In this paper, we investigated the delay performance for

an on/off source transported over a wireless channel. Simple

yet accurate fluid models were used to capture the bursty na-

ture of the arriving traffic and the channel’s time-varying er-

ror characteristics. Error control schemes (ARQ and FEC),

which are essential elements of any wireless packet net-

work, were incorporated. We obtained the delay distribu-

tion using two alternative approaches: Laplace transform

and uniformization. The solution was then used to obtain

the wireless effective bandwidth (defined here as the mini-

mum amount of bandwidth required to satisfy a given prob-

abilistic delay constraint), which can be used as a valuable

tool in resource allocation and admission control in wire-

less networks. Our analytical results were validated by con-

trasting them with simulations. It was observed that the an-

alytically obtained delay distribution is quite accurate over

a wide range of parameters. In a future work, we plan to in-

vestigate the system capacity of the wireless link, which is

constrained by diverse QoS parameters, e.g., delay, loss, and

jitter, of multiple connections over a shared channel.

References

[1] A. Acampora. Wireless ATM: a perspective on issues and

prospects. IEEE Pers. Commun., 3(4):8–17, Aug. 1996.

[2] D. Anick, D. Mitra, and M. M. Sondhi. Stochastic theory of a

data–handling system with multiple sources. Bell Syst. Tech.

J., 61:1871–1894, 1982.

[3] J. Capone and I. Stavrakakis. Achievable QoS and schedul-

ing policies in integrated services wireless networks. Per-

form. Eval., 27/28(1):347–365, Oct. 1996.

[4] A. I. Elwalid and D. Mitra. Effective bandwidth of gen-

eral Markovian traffic sources and admission control of high

speed networks. IEEE/ACM Trans. Networking, 1(3):329–

343, June 1993.

[5] A. I. Elwalid and D. Mitra. Statistical multiplexing with

loss priorities in rate-based congestion control of high-speed

networks. IEEE Trans. Commun., 42(11):2989–3002, Nov.

1994.

[6] N. Guo and S. D. Morgera. Frequency-hopped ARQ for

wireless network data services. IEEE J. Select. Areas Com-

mun., 12(8):1324–1336, Sept. 1994.

[7] J. G. Kim and M. Krunz. Effective bandwidth in wireless

ATM networks. In MobiCom ’98, pages 233–241,Oct. 1998.

[8] J. G. Kim and M. Krunz. Fluid analysis of delay and packet

discard performance for QoS support in wireless networks.

Technical Report CENG-TR-99-119, Department of ECE,

University of Arizona, http://www.ece.arizona.edu/�bnlab,

Aug. 1999.

[9] D. A. Levine, I. F. Akyildiz, and M. Naghshineh. A re-

source estimation and call admission algorithm for wire-

less multimedia networks using the shadow cluster concept.

IEEE/ACM Trans. Networking, 5(1):1–12, Feb. 1997.

[10] S. Lin and J. D. J. Costello. Error Control Coding: Funda-

mentals and Applications. Prentice Hall, Englewood Cliffs,

NJ, 1983.

[11] S. Lu, V. Bharghavan, and R. Srikant. Fair scheduling in

wireless packet networks. In SIGCOMM ’97, Sept. 1997.

[12] D. Mitra. Stochastic theory of a fluid model of producers and

consumers coupled by a buffer. Adv. Appl. Prob., 20:646–

676, 1988.

[13] D. Raychaudhuri and N. D. Wilson. ATM-based transport

architecture for multiservices wireless personal communica-

tion networks. IEEE J. Select. Areas Commun., 12(8):1401–

1414, Oct. 1994.

[14] D. Reininger, R. Izmailov, B. Rajagopalan, M. Ott, and

D. Raychaudhuri. Soft QoS control in the WATMnet broad-

band wireless system. IEEE Pers. Commun., 6(1):34–43,

Feb. 1999.

[15] S. Ross. Stochastic Processes. John Wiley & Sons, second

edition, 1996.

[16] B. Sericola. Transient analysis of stochastic fluid models.

Performance Evaluation, 32:245–263, 1998.


